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INTRODUCTION

• Traditional speedup models help the research community 
and industry better understand system performance 
capabilities and application parallelizability.

• We introduce normal form heterogeneity, that supports a 
wide range of heterogeneous many-core architectures.

• The modelling method aims to predict system power 
efficiency and performance ranges.

• The models were validated through extensive 
experimentation on the off-the-shelf big.LITTLE
heterogeneous platform and a dual-GPU laptop

• A quantitative efficiency analysis targeting the system 
load balancer on the Odroid XU3 platform was used to 
demonstrate the practical use of the method.
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HETEROGENEITY

(a)Homogeneous 
system (classical 
Amdahl’s Law)

(b)Simple 
heterogeneous 
model (Hill-Marty) 
consisting of 1 big 
and many little 
cores.

(c)Proposed model: 
x types of cores 
represented by 
their relative 
performances.
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p – parallelization factor,
n – number of cores.

αs – sequential core 
performance,
Nα – relative performance of all 
parallel cores.

WORKLOAD SCALING

I – original workload, I’ – scaled workload,
g(n) – parallel scaling, h(n) – proportional scaling.
General form speedup model:

LOAD DISTIBUTION

(a) Equal-share (naïve):
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(b) Balanced (ideal):
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POWER MODELLING

𝑊𝑡𝑜𝑡𝑎𝑙 = 𝑊0 +𝑊 ത𝑛 ,
where W0 is background power and W is effective power.

For w – BCE power, and (β1,…, βx) – relative core powers:

ODROID XU3

Speedup
error < 1.2% 

Power
error < 5.6% 

PARSEC BENCHMARKS

Evaluating system load balancer quality: 𝑁𝑙𝑜𝑤 < 𝑁𝑚𝑒𝑎𝑠 < 𝑁ℎ𝑖𝑔ℎ
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