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The purpose of this report is to develop the mathematicalivesfor a new idea of performance im-
provement of concurrent systems by discarding the slowesggs. The mathematical result is illustrated
by the application to parallel buses where one or severalesibbits are discarded. This is expected to
have an effect on both the average and worst-case delay. {Quossible applications of this research is to
combine the bit discarding method with ECC fault tolerarites expected to find conditions under which
the gains of bit discarding would outweigh the cost of EC@stmaking it meaningless to not use it. The
mathematical analysis of the problem is expected to hawgevasd a path to understanding of the role of
variability in the timing closure of digital designs.
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1 Introduction

The purpose of this report is to develop the mathematicalesfor a new idea of performance improve-
ment of concurrent systems by discarding the slowest psoddé® mathematical result is illustrated by the
application to parallel buses where one or several slowitstibe discarded. This is expected to have an
effect on both the average and worst-case delay. One oftpesgiplications of this research is to combine
the bit discarding method with ECC fault tolerance. It isesfed to find conditions under which the gains
of bit discarding would outweigh the cost of ECC, thus makingeaningless to not use it. The mathemat-
ical analysis of the problem is expected to have value astetpainderstanding of the role of variability in
the timing closure of digital designs.

2 Mathematical analysis of the problem

The main idea is show how much latency improvement can beeetiiby disregarding the slowest bit(s)
of a parallel bus.

2.1 The state of the art — all wires complete their transactios

Consider a data bus havingvires, each wire being characterised with a value of propaigdelayd. The
wires are statistically independent with respect to thayeind the delay is modelled with the Gaussian
probability distribution function, or PDF, shown in (1), ete 02 anddy are the variance and the mean
value ofd correspondingly.

g 1 B (d—dg)z
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For our analysis a normalised value of the mean delay is ch@ge= 1). The analysis is performed
for arbitrary values of variance and the number of wires mhibis. A significant limitation of the analysis
method is the assumption of stochastic independence of itfes within the bus. In the real life there
exist many physical factors causing a drift of parametessally monotonic w.r.t. different wires, such as
the temperature or the power supply voltage. There alsa eaisses of non-monotonic variations, such
as cross-talk or interference affecting a group of wireshim $ame time. These types of variations are
disregarded for now and discussed later in the text.

A convenient representation of a stochastically definedydal a wire is its cumulative distribution
function, or CDF. A CDF, being an integral of PDF on the int#fvw o, d], gives us the probability of the
transaction on this wire being completed by the taln@he CDF for a Gaussian PDF is shown in (2), where
X is used instead of delay in order to distinguish betweenrttegration variable and one of the integration
limits. The functioner f is commonly known as an error function and is defined in (3)enekz andt are
abstract variables.

P(d) = i P(x)dx = % (1+erf (‘L_—\/dzo)) @)

erf(z) = 7—21 /0 ‘et 3)

The plots of the Gaussian PDF and CDF functionsdge 1 ando = 0.1 are shown in Figure 1,
which illustrates the idea of the average and the worst cat®y dn a set of wires. For clarity of the
diagram, the worst case threshold is set not very close tm tedl-life scenario it can be of an order of
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1—3-10718 which corresponds to one timing error in approximately &arg on average whilst repeating
the experiments with a frequency of 1GHz. If one needs to sathe delayed signal with a sufficiently
high probability of a correct result, it needs to be doneisicgmtly later than the mean delaly, at the time
labelled as the worst-case delay.
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Figure 1: Average and the worst case delay on the distribytiots

Now, let us see how the CDF will change when a single wire isacu withn stochastically inde-
pendent wires in a bus. In order to deliver a data item emee;fall wires of the bus must complete the
transaction before the data can be sampled. This will benagodbability of independent events, which is a
product of the probabilities of the component events. Agtiodability of each wire having completed the
data transaction is represented as its CDF, the joint pitityakill be the product of the respective CDFs,
and the result will also be a CDF as shown in (4), wheiethe bus width and;(d) is the CDF for a given
wire i, all wires having their own respective mean delay and vagan

S (@) =[]0 @

The plots of delay CDF for buses of different width and idealtstochastic characteristics of each wire
are shown in Figure 2. The effect of the bus width is very proroed in the area close to the mean value
of delay and is virtually non-existent near the worst cadaydéhreshold. The latter can be explained by a
very low probability of a signal not completing its transantin the worst-case area. This makes the joint
probability of two or several signals failing to finish by thieme negligible.

The effect of increasing the average delay is most visibthérbuses composed of wires with identical
stochastic characteristics. In an extreme counterexamipége one wire had PDF/CDF as in Figure 1
whilst all other wires have CDF shaped like the Heavisidp fitection, neither the average nor the worst
case delay would depend an

2.2 Proposed approach — analysing the boundaries

The analysis of the experiment in Figure 2 shows that the voase delay on a traditional bus is defined
by the stochastic characteristics of a single bit which cvés the last. This naturally leads to an idea of
disregarding the slowest bit with the purpose of perforneangprovement. The lost bit can be recovered
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average delay increases with n
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Figure 2: Delay CDF of a bus withidentical wires

by using error correction, which in the proposed approadhbgiperforming two functions: correction of
intermittent logic errors and also performance improventgncorrecting the disregarded slow bits. The
hope is that the resultant performance gain may outweigbdbts of the error correction resources above a
certain level of variance, which tends to increase in degpnécron technologies and under extremely low
Vyq Operation characteristic to autonomous embedded andyehargesting applications.

A boundary case of the shortest delay is easy to identify s-ithivhere only the fastest bit is used
and all other bits are disregarded. This case is very expeasid not very practical. It is only needed
for comparison and evaluation of the other schemes. Theapility of 1-of-n independent events can
be calculated as a complement of the joint probability ofdbmplements of the said events. Effectively
it means taking the probability of one wire completing thensaction, calculating the probability of the
same wire not completing (complement), then finding the abdlty of all wires not completing on time
(joint probability), and, finally, calculating the probétyi that this joint event has not happen (yet another
complement). This is done in (5), where the CDFis used to express the probability of a selected wire
having completed its transaction by the tiohdt is clear that the output of (5) is also a CDF.

Outentce(d) = 1= [ (11 (d) ©

The bounds for the average and worst case delay calculatadtes with 20 identical wires= 20,0 =
0.1,dp =1 are plotted in Figure 3, the lower bound befhgeas one(d) and the upper bound beiry (d).
By observing this plot one may arrive that a significant deleguction can be achieved by disregarding
the slowest bits of a bus. The greatest potential existafproving the worst-case delay, which is most
relevant to synchronous designs. More plots of the boundsatEfor different values ofi ando are shown
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in the further sections.
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Figure 3: Delay bounds for a bus

2.3 Proposed approach — one slowest bit ignored

The plots of functions (4) and (5) in Figure 3 show a poterdilantage of disregarding the slowest bits
in the bus. However, the lowest delay bound was achieveddifisang almost all bits, which is an overly
high price to pay. This conclusion naturally leads to theidédisregarding just one slowest bit, which is
analysed in this section.

The probability of a single bitto have competed the transaction by the fixed tthiedefined as a CDF
®;(d). Therefore, - ®;(d) is the probability of its failure to complete. The probatyithat (n — 1) wires
complete, whilst one fixed wire does not, (5— ®j(d)) [i—1.nji+j Pi(d). Now, observe that there exist
(n+ 1) ways to finish the transaction on the buszombinations when one late wire is disregarded and one
option when allh wires have completed. This leads us to the formula (6) thathines the probabilities of
all (n+ 1) mutually exclusive outcomes.

n i#]
Dignore1(d) = Z <(1_ ®j(d)) - |_| D (d)> + g (d) (6)
i=

i=1..n

The function®yp1(d) is plotted with thick lines in Figure 4(a) alongside with tloever and upper
bounds (dashed lines) defined®geag one aNd Py correspondingly. Each of these functions is presented
as afamily of curves derived for the different bus widths- 5,20,80,320). One can see that aflignore1(d)
curves closely follow their respective upper bounds, whighmoving in the direction of longer delay with
increasing the width of the bus. There is an improvement énaberage delay foo = 0.1 (or variance
02 = 0.01) of approximately 9% for the 5-bit bus, which is graduatiguced to 3% when the number of
bits reaches 320. The percentage of improvement dependte aalue ofo, being almost proportional to
it.
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Figure 4: Delay CDF for a bus with one slowest bit disregarded

In order to be able to see the behaviour of the distributiorcfions in the area of the worst-case delay

(where they are very close to 1), one needs to “zoom in” orda@tirresponding part of the graph. For this
purpose the function (i1 —x) is chosen, whereis substituted with the CDF-s. The transformed diagram is
shown in Figure 4(b). The horizontal line in this plot is thegshold corresponding to the probability of an

event that happens once in 10 years under the frequencyextiag the experiment 1GHz. Three families
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of depicted curves are the boundary cases (dashed linesharuis where the slowest bit is disregarded
(thick solid lines). One can see that the distributidng, representing buses where all bits must complete,
and®jgnore1 Of the proposed approach are very closely spaced withinfiuilies, which can be explained
by a very low probability of more than one bits being unabledmplete the transaction under a long delay.
The worst case delay for the one-but-1 bus is approximatgdy better than the delay of the traditional
bus. The spread of the CDFs for the boundary eBge.aq one (Where at least one bit completes) is much
greater, because more bits — better the chance that at leastompletes the transaction. One can also
see that the percentage improvement increases when tsadfdejoes down, which means the probability
asymptotically approaching '1’. One can also see that therawed average and the worst case delay
values are still very far from the left boundary formed @y g one; Which leaves plenty of space for
further improvement.

2.4 Proposed approach k slowest bits ignored

A natural extension to the idea of disregarding one slowisifta bus is to disregard two, three, or in a
general casé& slowest bits. One can follow the flow of reasoning used invitegi equation (6), adding
to it the probabilities of all 2-of-n, 3-of-n, etc. classdscombinations. The number of combinations in
each class is a binomial coefficie(ﬁ) =n!. ﬁ'ﬁk), wheren is the bus width andk is the number of
disregarded bits. The formula enumerating all possiblelionations within the classes is awkward to write
in a compact way, but easy to implement as an algorithm. Adtidrely, one can assume the bus wires being
stochastically identical, which will lead to a significangimpler formula (7), whereb(d) is the CDF for a

single wire.

k
Ppmr@) = 3. (7)-em @) - 0@ + o) ™
The function®ignorek(d) is plotted is plotted in Figure 5 far= 20,0 = 0.1 (varianceo? = 0.01) and
the number of disregarded slowest bits- 1..5. The plots also contains the bounds define®asag one
and®,, shown for reference. The plots show improvement in both tleeagye and the worst-case delay.
The worst case delay is shortened by 14%...27%, the mosdfisagri improvement obtained when disre-
garding one (14% improvement) or two bits (further 6% impgnment). The average delay is shortened
by 3.5%...10.5%, and the most significant improvement algained by disregarding one bit (3.5% im-
provement) or two bits (further 1.8% improvement). The eiff# bit disregarding on the average delay is
significantly smaller than the effect on the worst-caseydela

The efficiency of discarding the late bits is analysed in g&dhlwhere the percentage of ignored bits is
compared to the relative improvement of delay. The cal@mratare performed for two dimensions of the
bus,n = 20 andn = 80. The worst case delay probability threshold is the saneadr, i.e. 1 error per
10 years of operation at 1Ghz. For a wider bus, of course,gleshit represents a smaller percentage of
the wiring resource. The improvement in both average andtveaise delay is similar for both valuesrof
This leads to a higher efficiency of the bit discarding mettvxeén applied to wider buses. The table also
shows that there exist situations when trading the wirirsguece for delay makes no sense. For example,
the average case delay on the narrow lous @0) improves only by 3.5% when 5% of the interconnection
resource, which is proportional to throughput are sacudficEhis means that the bit discarding technique
is not applicable (for the given values wand o) to, for example, self-timed circuit designs operating on
the average delay case. For a greater valuetbe situation is reversed, but the gain remains negligibly
small. On the other hand, synchronous designs, which anatipg on the worst case delay, can benefit
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Figure 5: Effect of disregardinigbits
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Table 1: Relative delay improvement per percentage of gésred bits

K n=20 n=80
k/n, % | Adayveragecase | Adworscase | K/N, % | Adaveragecase | AGworst case
1 5% 3.5% 14% 1.25% 2.7% 13%
2| 10% 5.3% 20% 2.5% 4.4% 19%
3| 15% 7.0% 24% 3.75% 5.6% 23%
4| 20% 8.8% 26% 5.0% 6.5% 25%
5| 25% 10.5% 27% 6.25% 7.2% 27%

(For each wiretly = 1, o = 0.1 (variances? = 0.01))

significantly from trading wires for performance. The tabl®ws, for example, that far= 80 the speed
can be increased by 13% by trading off only 1.25% of the imienection resource. A more significant
gain in the worst case performance is fundamentally paséipldiscarding more than one bit, e.g. 27% of
performance bought with 6.25% of the wiring resource, bisttight be difficult to implement due a need
in expensive multiple error correction techniques.

A similar approach can be used for yield calculations. Fédi(b) shows how much the bus delay can be
improved by statically disregarding the slowest bit. Tlhislone under an assumption that the wire delays
are fixed at the time of fabrication and remain static. Thicségpproach is widely used in memory design,
where one or several defective columns in the matrix can beodnected and replaced with redundant
columns at the time of production testing.

3 Searching for use cases

3.1 Combined use with ECC

As mentioned in the Introduction, a possible applicationthaf bit discarding method is its combination
with ECC in designs having increase variance of wire delay, eleep submicron technologies, future
nanotechnology, energy harvesting designs, low voltageiits, etc. A way to approach this pilot study
is to take several standard bus sizes with and without stdriei@C with Hamming codes, and calculate
the variance at which the performance gain (due to allowitgyimittent timing errors) would outweigh the
cost of the redundant wires. We assume that the bus throtighyoportional to the number of wires in it.

The width of the first chosen benchmark busiis 64. A popular SECDED (Single Error Correction
Double Error Detection) Hamming code for this bu$4&, 64), which has 8 redundant bits.

The worst-case delay is calculated for both buses with anlowi redundant bits and for different
values ofa. For the redundant bus one bit can be discartted {) and for the irredundant bus= 0. The
threshold of the probability is the same as used earliertiarieg error per wire per 10 years at 1GHz. The
mean delay on the individual wires is agaly= 1. The plots oo (dworst case) are shown in Figure 6, where
the value of throughput s calculated as the number of imelduat data bits divided by the worst-case delay
(normalised, as in all previous plots). This is an “abstrutoughput, as it does not take into account any
other delay except for the random independent delay vandtetween the bits — it is only suitable for a
preliminary study. The curve “64 no ECC” is for the case of ab@4bus without ECC; the curve “(72,
64) ECC bit discarding” is for a bus protected with the (72) B&Amming code and timed to ignore one
slowest bit; the curve “72 no ECC” is a 72-bit bus without E@@ere all 72 bits contribute to the data
throughput. The ECC bus performs better than the othersimgle variance conditions, which means that
the redundant wiring resource has stopped being a penalfgact, not using the added bits as parity bits
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becomes a penalty. The use of the error correction systenstegard the slowest bit does not affect its
ability to correct the intermittent errors caused by anyeofactors, e.g. cosmic radiation, because the joint
probability of an error caused by bit discarding and an edtar to cosmic radiation is negligible.

3.2 Self-timed design

Asynchronous self-timed circuits use a special signal fnaewledge completion of each transaction.
Therefore, they do not fail if one signal on a bus takes abatiyniong time to propagate. Furthermore,
the throughput of self-timed circuits corresponds to therage case delay. Such circuits can benefit from
discarding the late bit. Figure 4(a) gives an overall idebyofiow the average delay depend on the number
of wires in a bus, and Figure 5 shows dependency of the avelelgg on the number of disregarded bits.
A further improvement in the average delay can be obtaingderasynchronous designs using so-called
monotonic or self-indicating codes, which are often useatiter to distinguish between the transitional and
final states for each data word (completion detection). Eptasof such codes include 1-hot, padded 1-hot
(thermometer code), m-of-n, dual-rail, etc. The numberitsf §witching in these codes is usually either
half or less than a half of the bus width. As the choice of whiitk to switch does not depend on the delay,
the CDF of the bus i®™, where® is the CDF of a single wire anahis the number of wires switching in
each code word. From Figure 4(a) one can see that the expateabe delay improvement is very small
for the codes where a large number of bits are switching @ugl-rail, (ZnT) etc.), and slightly better for
the codes with a small number of such bits (e.g. 1-hot). Thierlalass of codes will produce faster im-
plementations at the expense of using more wires (can benexgially more!). Some of self-timed codes
have limited error correction properties (e.g. the therratancode), which might be possible to exploit in
the implementation of the slowest bit discarding technidi@wvever, discarding a small number of late bits
does not improve the average case delay much (see Figuje 5(a)

To conclude, it is unlikely that the slowest bit discardingthrod will be used in self-timed designs,
unless the design uses the bundled data approach, whiclsesl loa the worst-case timing assumptions
similar to synchronous designs.

3.3 Gardbanding, Razor, memory, etc.

A significant limitation of the above analysis is completsrdgard to any other contributors to the bus
delay apart from random uncorrelated delay on the individirs. In reality, there are many other delay
components and guardbands added to the sampling delagl@cg.period). These components will make
the gains of the bit discarding technique look less sigmifity reducing the relative improvement.

However, certain technologies such as Razor reduce the dpazds, thus making the proposed tech-
nique attractive. Furthermore, the ECC included into thallsicarding technique can be combined with
Razor with the purpose of reducing the recovery delay (whamoRdetects an error and falls back to the
old data in the shadow register).

Various techniques using “elastic” clocks also aim at réidnmf guardbands whilst relying on bundling
delay to sample data. The delay elements are usually impleti@s semiconductor devices characterised
with very high levels of dynamic variability. This seems ®#&good application area for the bit discarding
technique as well.

One of possible applications of the proposed method is camation to and from memory. Memory
cells may have huge variations in read delay and ECC is frettyuesed there, but not for performance
improvement. This forms an attractive niche for the proposethod.
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Figure 6: Efficiency of bit discarding with ECC
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4 Conclusions

In this Report an idea of discarding the slowest bits on pedrialises (or other parallel structures) has been
mathematically analysed and discussed. The main conalisithat if only a small number of bits are
discarded, then this mainly improves the worst-case datay,does not improve much the average delay.
This makes the method applicable to synchronous and “alsyosthronous” (e.g. Razor and bundled
data self-timed) design methodologies. One of possibléicgtipns of the method can be a memory bus,
because the read access is usually subject to high delagtigardue to nature of memory cells. The
presented method of mathematical analysis can be applatytspecific configurations of buses and other
parallel structures.
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