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Abstract

The new at-speed on-line IDDQ testing method is based upon the properties of a special class of

security circuits. These circuits implement dual-rail encoding and return-to-spacer protocol, where the

spacer is either all-zeroes or all-ones. The alternating spacers of different polarity guarantee that all

wires switch once within each clock cycle, thus making energy consumed within a clock cycle indepen-

dent from data processed. This property earlier used for security purposes is now exploited in order to

separate the transient current from the quiescent current, thus making it possible to measure the latter

under normal operation. Power signatures are analysed in the frequency domain and the fault signature

filtration method is proposed. The proposed method can be used in both production, where it covers all

interconnect stuck-at faults in just two clock periods; and on-line testing, where it guarantees the bounded

and short period of self-test independent from data. From security point of view, it directly detects a side

channel created under a fault injection attack.

Index Terms: On-line testing, IDDQ testing, dual-rail encoding, hardware security, hazard-free de-
sign

1 Introduction

Secure applications such as smart cards require measures to resist attacks, e.g. Differential Power Analysis
(DPA) [1, 2]. Dual-rail encoding provides a method to enhance the security properties of a system making
DPA more difficult. As an example, in the design described in [3] the processor can execute special secure
instructions. These instructions are implemented as dual-rail circuits, whose switching activity is meant
to be independent from data. Special types of CMOS logic elements have been proposed in [4], but this
low-level approach requires changing gate libraries and hence is costly for a standard cell or FPGA user.
A method using balanced data encoding together with self-timed design techniques has been proposed
in [5, 6]. In recent work [7] a method integrated in a standard design flow was described. Independently,
we proposed a different method strongly linked to the industry CAD tools and based upon synchronous
dual-rail circuits operating under a special protocol [8, 9, 10].

All these methods improve certain aspects of security, but still suffer from vulnerability to fault injection
attacks. The idea behind a fault injection attack is simple: to modify the behaviour of a circuit so that the
secret data became “visible” at either the unprotected outputs or at a side-channel such as power waveform
or EMI. In this paper we are looking at data exposure in the form of power supply current variations. A
particular form of the fault injection attack we are concerned with is the illumination of the die surface
by a thin laser beam. Such a beam potentially can be focused at an individual gate, causing its pull-up
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or pull-down transistors to “leak” the quiescent current, which is strongly related to the data at the output
of the gate under attack. Depending upon the intensity of the beam, the fault may or may not change the
logic behaviour of the circuit. We analyse the “signature” of the power source current and filter out its
quiescent current (IDDQ) component. The switching protocol that makes our circuits secure is also used
in the optimal filter for IDDQ signature.

Apart from the security enhancement the method provides massive controllability by implementing a
special switching protocol for all gates, and massive observability by using IDDQ testing. I guarantees
that all faults of the given class are detected within a bounded and very short period of time. Similar to
traditional IDDQ testing methods [11, 12] it also covers many additional faults.

The rest of this paper is organised as follows: Section 2 describes the class of security circuits we are
dealing with (as defined in [8, 9, 10]), Section 3 presents the new method for on-line IDDQ testing of these
circuits and Section 4 draws the conclusions.

2 Security circuits

2.1 Return-to-zero dual-rail

Dual-rail code uses two rails with only two valid signal combinations {01, 10}, which encode values 0

and 1 respectively. Dual-rail code is widely used to represent data in self-timed circuits [13, 14], where a
specific protocol of switching helps to avoid hazards. The protocol allows only transitions from all-zeroes
{00}, which is a non-code word, to a code word and back to all-zeroes as shown in Figure 1(a); this means
the switching is monotonic. The all-zeroes state is used to indicate the absence of data, which separates
one code word from another. Such a state is often called a spacer.

An approach for automatic converting single-rail circuits to dual-rail, using the above signalling proto-
col, that is easy to incorporate in the standard RTL-based design flow has been described in [15]. Within
this approach, called Null-Convention Logic [16] one can follow one of two major implementation strate-
gies for logic: one is with full completion detection through the dual-rail signals (NCL-D) and the other
with separate completion detection (NCL-X). The former one is more conservative with respect to delay
dependence while the latter one is less delay-insensitive but more area and speed efficient. For example,
an AND gate is implemented in NCL-D and NCL-X as shown in Figure 1(b,c) respectively. NCL meth-
ods of circuit construction exploit the fact that the negation operation in dual-rail corresponds to swapping
the rails. Such dual-rail circuits do not have negative gates (internal negative gates, for example in XOR
elements, are also converted into positive gates), hence they are race-free under any single transition.

If the design objective is only power balancing (as in our case), one can abandon the completion de-
tection channels, relying on timing assumptions as in standard synchronous designs; thus saving a consid-
erable amount of area and power. This approach was followed in [8], considering the circuit in a clocked
environment, where such timing assumptions were deemed quite reasonable to avoid any hazards in the
combinational logic. Hence, in the clocked environment the dual-rail logic for an AND gate is simply a
pair of AND and OR gates as shown in Figure 1(d).

The above implementation techniques certainly help to balance switching activity at the level of dual-
rail nodes. Assuming that the power consumed by one rail in a pair is the same as in the other rail, the
overall power consumption is invariant to the data bits propagating through the dual-rail circuit. However,
the physical realisation of the rails at the gate level is not symmetric, and experiments with these dual-rail
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Figure 1: Single spacer dual-rail

implementations show that power source current leaks the data values.
An example of dual-rail flip-flop design can be found in [9, 10].

2.2 Alternating spacer dual-rail protocol

In order to balance the power signature we propose to use two spacers [9] (i.e. two spacer states, {00} for
all-zeroes spacer and {11} for all-ones spacer), resulting in a dual spacer protocol as shown in Figure 2. It
defines the switching as follows: spacer→code word→spacer→code word. A possible refinement for this
protocol is the alternating spacer protocol shown in Figure 2. The advantage of the latter is that all bits are
switched in each cycle of operation, thus opening a possibility for perfect energy balancing between cycles
of operation.

"0" "1"

code
words

all−zeroes spacer

all−ones spacer

00

0101 10 10

11

Figure 2: Alternating spacer dual-rail protocol

NCL-EECE-MSD-TR-2004-103, University of Newcastle upon Tyne 3



A. Bystrov, J.P. Murphy: On-line IDDQ testing of security circuits

As opposed to single spacer dual-rail, where in each cycle a particular rail is switched up and down
(i.e. the same gate always switches), in the alternating spacer protocol both rails are switched from all-

zeroes spacer to all-ones spacer and back. The intermediate states in this switching are code words. In
the scope of the entire logic circuit, this means that for every computation cycle we always fire all gates
forming the dual-rail pairs.

This protocol is enforced by non-standard flip-flops as described in [9, 10].

2.3 Alternating spacer dual-rail circuits

In CMOS a positive gate is usually constructed out of a negative gate and an inverter. Use of positive
gates is not only a disadvantage for the size of dual-rail circuit, but also for the length of the critical path.
Negative gate optimisation of our circuits [8] improves both the speed and area metrics.

The alternating spacer dual-rail circuits are identical in their combinational part to the return-to-zero
logic, e.g. Figure 1(d). The difference is only in the flip-flops [9], which generate all-zeroes spacers in
all odd clock cycles and all-ones spacers in all even clock cycles. The operation of the AND gate as in
Figure 1(d) under such a protocol is shown in Figure 3.
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Figure 3: Alternating spacer dual-rail AND-gate in the clocked environment

Our security circuits are automatically generated by replacing all gates in a single-rail netlist by their
dual-rail counterparts; this is done for all flip-flops and logic gates. The combinational logic produced
by such a replacement comprises positive gates only (inverters are represented as crossovers between the
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rails). A useful property of the positive logic (regardless of data encoding) is that if all-ones are applied to
the primary inputs, then they propagate to all wires within the circuit. The same is true for the all-zeroes
input pattern. Thus, no provisions are needed to ensure spacer propagation. Then the combinational logic
is optimised w.r.t. negative gates as illustrated in Figure 4 and described in detail in [9].
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(a) Single-rail circuit
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~sp
converter
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(b) Negative gate dual-rail circuit

Figure 4: Constructing negative gate dual-rail circuit

Dotted lines in the single-rail circuit, Figure 4(a), indicate the future position of dual-rail signals with
inverted spacers (dual-rail data is not inverted as this effect is corrected by rail crossover). The bar on the
wire is the location of a spacer polarity converter. The circuit in Figure 4(b) is the result of the conversion.

2.4 Energy balancing

In [9] we introduce two important security characteristics of energy imbalance and exposure time which in
this paper serve as a baseline for the testing method.

Energy imbalance (further referred to as imbalance) can be measured as the variation in energy con-
sumed by a circuit processing different data. If e1 and e2 are the energy consumption under two input
patterns, then the numerical value of imbalance is calculated as:

d =
|e1 − e2|

e1 + e2

· 100%

The imbalance values can be as large as 11% for some standard gates under certain operational condi-
tions.

The exposure time is the time during which the imbalance caused by data is exhibited.
The alternating spacer dual-rail circuits have a nice property of the bounded exposure time, which is

illustrated in Figure 5. In this experiment we use a 2-input AND element converted to the alternating spacer
dual-rail circuit, optimised w.r.t. negative gates and implemented in AMS-0.35µ technology. The figure
shows the energy imbalance, which occurs for about one half of the clock period (2ns). In slower circuits,
such as those used in smart cards, the upper bound becomes exactly one half of the clock period.

In this paper we use this property to separate the random effects of data from the effects of a fault.
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Figure 5: Exposure time for the alternating spacer AND2 gate

3 At-speed IDDQ testing

3.1 Benchmark

The four-byte multiplier which is a part of AES [17, 18] is chosen as a benchmark for our experiments.
It is a combinational circuit comprising 294 logic gates. In this paper we restrict ourselves to study of
combinational circuits only, and the main reason for this is that we use in our library under optimised
flip-flops based upon standard cells. These flip-flops will be optimised at the transistor level and this is a
subject of future work.

The multiplier implements the MixColumn operation in AES, which maps one column of the input
state (4 by 4 matrix) to a new column in the output state. The multiplier computes one output byte of
the MixColumns operation based on a four byte input. This is done by considering each column as a
polynomial over GF

(

28
)

and multiplying it with the constant polynomial a(x):

a(x) =
(

{03}x3 + {01}x2 + {01}x + {02}
)

modulo
(

x4 + 1
)

This means that four multipliers are needed to generate a whole column or reuse of the same multi-
plier four times. The multiplier also implements the InvMixColumns transformation where the constant
polynomial changes to d(x):

d(x) =
(

{0B}x3 + {0D}x2 + {09}x + {0E}
)

modulo
(

x4 + 1
)

The multiplier circuit was synthesised from the Open Core specifications by using Synopsis tools and
then converted into dual-rail by our custom tool described in [9].
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3.2 IDD signature of a fault

As our circuits exhibit no long-term imbalance, the power consumption current (IDD), more precisely
the mean IDD value, is constant from one protocol cycle to another in absence of faults. The power
consumption is defined by the transient currents (IDDT) of the gates. If a fault causing increased quiescent
current (IDDQ) occurs, then this will be added to the IDDT. So, if the IDD increases, this is the indication
of a fault.

Unfortunately, such an intuitive idea has its flaws. First, the IDDT in a large circuit can be so high that it
may be difficult to detect the relative IDD increase due to a single fault. Second, a stuck-at fault changes the
logic behaviour of a circuit. In a positive logic circuit, and hence in an alternating spacer circuit, it reduces
switching activity. As the switching activity is strongly related to IDDT, this effect may compensate for the
increase in IDDQ. In our approach these issues are resolved by using optimal filters “tuned” to pick up the
IDDQ waveform. The filtration is possible as the alternating spacer protocol modulates the IDDQ of each
single fault, and the modulation law is known.

The fault model we use includes all single stuck-at faults at interconnect between logic gates, i.e. this
is the output single stuck-at model. It will be shown that many multiple faults are also covered.

sp0 sp1 sp0 sp1
data i data i+1 data i+2 data i+3

C
lo

ck
ID

D

IDDT s−a−1 IDDQ s−a−0 IDDQ
data IDDQ

protocol cycle j protocol cycle j+1

Figure 6: Generalised IDD

Figure 6 shows the power current of the dual-rail circuit under the alternating spacer protocol. One
protocol cycle includes two clock periods. In the first period the spacer is all-zeroes (denoted as sp0)
and in the second period it is all-ones (sp1). This is indeed only true for the spacer polarities at the
primary inputs/outputs. The internal signals, due to negative gate optimisation may have the opposite spacer
polarities. For simplicity, in the further discussion we will assume that all gates are positive, although the
actual experiments were conducted using optimised circuits. Data in each clock period is different and it
is denoted as “data i” to “data i+3”. The IDD plot indicates four current peaks (transient current IDDT)
per each protocol cycle. All peaks are different in shape and the area under the graph, they correspond
to four transitions forming the full protocol cycle (see Figure 2). One can observe that the transitions
from data into a spacer are short. This is due to early propagation effects, which always take place in
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these transitions. The transitions from a spacer into data are wider and have distinct shapes. This shape is
formed by the computations performed in the logic gates. There is less room for the early propagation here,
however it still may take place depending upon the function of the block and the data values. Each pair
of subsequent spacer-to-data and data-to-spacer IDDT peaks have the same area under graph if compared
to the corresponding pair within any other protocol cycle. This is due to the properties of the alternating
spacer protocol. The energies of the first and the second halves of each protocol cycle are also almost
identical, at least in absence of faults.

If, however, a single fault occurs, its IDDQ contributes differently to the different halves of protocol
cycles. As our fault model includes only stuck-at faults on interconnect, they are guaranteed to be activated
by either sp0 or sp1 spacer. Furthermore, if sp0 activates the fault, then under sp1 it will not be activated.
The opposite is also true. Thus, the signature of a fault is one spacer activation within each protocol
period. These circuits have the property of massive controllability, which provides activation of all faults
within two subsequent clock periods regardless of data. Each s-a-1 fault is activated by sp0 and each s-a-0
fault is activated by sp1. The IDDQ currents corresponding to the faults of different polarities are shown
in Figure 6 as dashed lines. The dashed lines denoted as “s-a-1 IDDQ” and “s-a-0 IDDQ” are the fault
currents activated by the corresponding spacers. The label “data IDDQ” corresponds to the fault current
activated by a data state. Indeed, under a data state half of wires in a dual-rail circuit have 1 and the other
half have 0 values, so they activate the corresponding faults. Fault activation by data, however, cannot be
guaranteed in bounded time, because these values are data-dependent and in general case random.

Spectral representation of the IDD of our multiplier running at clock speed of 100MHz and random
data is shown in Figure 7(a). The tallest peak is 200MHz, the frequency of transitions irrespective to their
designation. The frequency of 100MHz is the signature of gate imbalance. The zero frequency is the mean
value of IDD. Finally, 50MHz is the frequency of spacers of a particular polarity, this is where the fault
IDDQ is activated. Figure 7(b) shows the difference between the spectrums with and without a fault. The
fault shows up at 0 and 50MHz. The last diagram in Figure 7(c) shows the same difference in relation to
the absolute value of the spectrum without fault. At zero frequency the relative difference is 12% (which
is not clearly seen in this diagram). This indicates a potential problem with fault detection by IDD mean
value. At the frequency 50MHz, however, the increase is about 180%, which is good enough for driving a
coarse comparator.

We use the above observations for a quick evaluation of our idea only. So far we were looking at the
amplitude spectrum only, which does not represent any information about the phase of signal components.
As Figure 6 shows, the fault IDDQ and the IDDT take place in different phases of the protocol sequence,
and the experiments described below utilise this additional information.

The principle of cross correlation is used in our approach in order to filter out the fault IDDQ signature.
The top diagram in Figure 8 is a fragment of the IDD waveform obtained by Spice simulation of the
multiplier benchmark, it has the mean value subtracted in order to simplify the following processing. There
were 1000 clock cycles simulated in total and the first protocol cycle was discarded. The reference signal
is defined as a sine wave of half clock frequency. The initial phase is chosen so, that the maximum of the
wave approximately corresponds to sp0 spacer and the minimum to sp1 spacer (the phase of the reference
signal in Figure 8 corresponds to the time in the IDD plot). Then the cross correlation between the IDD
wave and the reference signal is calculated (see the Cross Correlation plot, no fault, random data), and the
initial phase of the reference signal is adjusted to produce 0 cross correlation under 0 lag.

The effect of data on the cross correlation diagram was investigated. The maximum deviation from
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(a) IDD frequency spectrum under fault

(b) spectral difference fault – no fault

(c) relative spectral difference

Figure 7: Power signatures in the frequency domain
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the first plot is obtained under the data producing the most asymmetrical IDD waveform (see “No fault,
selected data”).

Then a fault was introduced. At first we placed the fault at the output of the circuit in order to have the
minimum impact on the switching activity. This produces the cross correlation curve labelled as “Fault,
small cone” (the cone is a set of the successor gates of the fault location). At 0 lag the cross correlation
value is about 5.5 times greater than the maximum value produced by the “bad” data without faults. This
gives a very good margin for fault detection. Then we moved the fault close to the input of the circuit (the
third bit in one operand), thus creating the largest cone with reduced switching activity. The result of this
experiment is labelled as “Fault, large cone”. The result of cross correlation shows even greater value of 7
at lag 0. We explain this effect by the IDDT imbalance due to violation of the alternating spacer protocol in
the cone. An interesting observation is that the switching activity reduction in the cone reduces the mean
value of IDD (frequency zero), but in the same time introduces more imbalance, which is good for the
proposed fault detection method. In this sense our method uses not only the quiescent current, but also to
some extent the transient current to detect faults.

3.3 Fault model extension

Although we designed the method for single stuck-at faults, it should also work for multiple unidirectional
faults. By unidirectional we understand all faults increasing the IDDQ during either sp0 or sp1 spacer of
the protocol. If the faults are not unidirectional, then they can cancel the effect of each other. Furthermore,
the analysis of such faults should take into account their location w.r.t. the cones generated by them. This
analysis is the subject of the future work.

We have also conducted a preliminary investigation on detection of parametric faults. In our setup we
modeled a leakage fault as a small open transistor, e.g. 1µ pull-up transistor at the output of an inverter
that uses 2µ pull-up and 1µ pull-down devices. The effect of such a fault could be reliably detected by our
method producing the effect of about one-half of the short-circuit fault.

4 Conclusions

The proposed IDDQ method is applicable to a special class of security circuits: synchronous, dual-rail,
return-to-spacer protocol with alternating spacer states. The data-independent power consumption of such
circuits opens an opportunity for on-line application of IDDQ testing.

The method includes the provision of massive controllability, i.e. all potential faults are activated
within two clock periods, and massive observability (IDDQ measurement). This can be useful for both
production testing (minimisation of time on tester and minimisation of the number of test pins), and on-
line testing. In the on-line testing application the method guarantees a bounded and very short self-test
period, independent from data, which is different from many other on-line testing methods. Furthermore,
the method also detects parametric (leakage) faults, which are often used in attacks on security devices. In
this sense, the proposed approach directly detects the information leakage through a side channel.

It was shown that the increase of the mean IDD value due to a fault cannot be reliably used for fault
detection, because of two reasons. First, a stuck-at fault in the given class of circuits reduces switching
activity and, thus, the transient current. This effect may compensate for the quiescent current increase.
Second, the transient current in large circuits is so high, that the relative increase in the overall current due
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to IDDQ is small. In our example it was only 12%.
The method is based upon the cross correlation operation and it is close to the optimal filtration ap-

proach. It is different from the optimal filter as it uses a sine wave as a reference signal. In the optimal filter
it would be a pattern matching the shape of the IDDQ. We believe that using signals more complex than a
sine wave will significantly increase the complexity of the filter, giving little benefits. More experiments
are needed to support this statement.

The method was applied to a benchmark circuit, which is an important part of AES cryptographic
block. The circuit comprises 294 logic gates. It is important to do more case studies in order to determine
the maximum size of a circuit served by a single current sensor. The design of the current sensor itself and
the signal processing part are the subject of future work.
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