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Abstract

Recent trends in the last decade have led to a proliferatior eld portable computing
applications, many of which implement security policiesagsencryption to protect in-
formation. The nature of these applications immediatehggithem a monetary value to
eavesdroppers, who can use power analysis to deduce crgplogsecret keys intended
to be secure by statistically correlating instantaneowggpeariations to the information
processed and logical operations performed in a systemcaijypcontact based smart-
cards are the main targets, which often utilise dedicatgotoegraphic hardware to imple-
ment encryption algorithms such as the Advanced Encry@tandard (AES). This doc-
toral thesis explores and provides a record of researchdifferential power-balancing,
which is known to increase security and reduce the relatiprisetween power and the
secret key. Power-balancing uses a differential data septation and logic style, often
referred to as dual-rail, to ensure a device has the sanmantasieous power curve in each
computation cycle. The research has resulted in the devaonpof two differential so-
lutions: the rst is based on standard cell design and has beplemented in a:@5nm
AES-128 ASIC, while the second is based on custom design asndéen implemented
in a 018mm AES S-box ASIC. Power analysis investigations have beernechout on

both ASICs demonstrating their relative strengths or tngns in silicon.

Xiv



Chapter 1

Introduction

Arguably the two most signi cant trends in computing applions in recent years, has
been the push for migration towards embedded computing agidkeally networked
world, both of which involve the exchange of con dential anmation. The popularity
of the Internet is a prime example of the drive towards a dlabawork that allows users
to communicate and share information securely with othstesys located around the
world. At the same time, the utility of these global netwakeften harnessed by embed-
ded systems, which give in- eld security to end-users an thpening access to a wider
repertoire of applications. One of the most prevalent erdbddlevices is the smartcard,
in fact market research suggests future applications awigg at an exponential rate
[1]; currently over one billion smartcards are in use, eagbable of transmitting, storing
and processing con dential information. They are a selfagsulating system, which is
also their unique selling point and theoretically allonsretl information to be protected
against unauthorised access and tampering. In additich,is@quipped with a number

1



CHAPTER 1. INTRODUCTION

of security measures to protect con dential informationgessed internally using cryp-
tographic encryption algorithms. Hence, smartcards ae as convenient, portable and
low-cost security modules. Industry watchdogs, such aseates [2] and [3], suggest the
existing and potential markets are extremely diverse;evailthe moment the strongest
areas are in the nancial, telecommunications, identiicat pay-TV and the emerging

trusted computing initiative markets.

A typical smartcard [4] consists of a CPU, memory and a deeéteryptographic proces-
sor surrounded by interface, security and test logic. Amatpeg system runs on the CPU
and negotiates data exchange with the host environmentsaaia interface, while the
cryptographic processor performs all the cryptographierations. Three memory types
are used: EEPROM to store PINs, balances, ID and keys; RAMG@RBLlA scratchpad;
and ROM contains the operating system and self-test proesdun the past the CPU
performed the cryptographic operations rather than a désticcryptographic processor
to achieve algorithm agility and maintain compatibilitytiviegacy standards. However,
software cryptographic implementations are extremelygnand computationally inef-
cient; asymmetric algorithms particularly, which regeimillions of clock cycles. Over
time these issues have been addressed by outsourcinggngplic operations to dedi-
cated cryptographic hardware (e.g. cryptographic IPyelhye of oading the heavy com-
putational demands from the embedded general purposegsarcand freeing it to per-
form other tasks. In contrast to software, dedicated ciyaohic hardware can be made
very energy and computationally ef cient, which makes itatractive choice for smart-

cards and energy-constrained applications. At the sane ttim advantage of software
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is lost due to the single-purpose nature of cryptographidware. Hence, multiple al-
gorithm implementations are often required to achieve ralym-agility; otherwise the
device would be restricted to only communicating with sgseusing compatible algo-

rithms.

The actual science behind cryptographic algorithms, wdrathplemented in software or
hardware, is the forming of messages in such way that unaséubparties cannot deci-
pher the information in a reasonable amount of time and téremeryption; references
such as [5] and [6] provide good introductions to cryptogsapin the past, the eld
of cryptography was primarily the regime of the military, evhised it to provide secure
communication channels in hostile environments. Most efrésulting techniques were
based on ad-hoc methods that had no quantitative measueewity in either a practi-
cal or theoretical sense. In the last 30 years this has cdamgeever, and cryptography
has become more of a public science due to its increased asgital communications,
which continue to be trusted with more and more valuablerm&dion, such as nancial
transactions and electronic commerce. Today, many imporésults are being devel-
oped in the public domain, and formal methods have been oigsdland re ned for both
the construction and analysis of cryptographic algorithtdefortunately, cryptography
is still often considered a black art and as such it dissupdeple from learning more

about the eld.

This work relates to the hardware security of smartcardscaytographic devices, which
use dedicated cryptographic hardware to protect infoomadind prevent fraud or simi-

lar. Example uses include: performing digital signatusaghenticating commands or

3



CHAPTER 1. INTRODUCTION

requests, authenticating executable code updates, ¢imgyw decrypting arbitrary data
with a secret key. A speci ¢ example is: a smartcard used iarking transaction, might
digitally sign or compute the Message Authentication CAdAC) of the smartcard's
parameters; such as the serial number, balance, expiddientransaction counter, cur-
rency or transaction amount [8]. If the secret key used toprdmthe signature or MAC
is compromised, an attacker could potentially performdrdant transactions by forging

MACs or signatures.

Due to the sensitivity of information being processed asr&raeds have evolved issues
associated with their physical implementation and hardvgacurity have arisen, which
question how secure they are and the information they psocé@saditionally crypto-
graphic systems have been analysed using mathematicégoglysis and therefore have
been assumed to be secure; only in recent years has attamtied to the implications of
the physical implementation. Research has shown smastteal information through
a multitude of means known as side-channels, such as pamerand electromagnetic
radiation. All of these channels provide a rich source obinfation for an eavesdrop-
ping attacker to recover the secret encryption key usirgrsichnnel attacks. The seminal
work in [10, 11, 12] demonstrated how timing and power leakeguld be used in at-
tacks to work out secret keys, followed by [13, 14, 15] whovebd how electromagnetic

emanations caused information leakage.

Side-channel attacks are non-invasive and simply obsete®iae's physical phenomena
during normal operating conditions, hence they are ditt¢alprotect against. Although

there is a rich spectrum of side-channel phenomena avajldda problem for an attacker

4



CHAPTER 1. INTRODUCTION

is to mount an attack successfully and as easily as possibler the last eight years
power analysis attacks [10] have had a large impact on thetsand industry and have
been applied with great success by attackers. Power analgscribes attacks which use
power variations to deduce secret keys, the most signi bairig simple and differential
power analysis. In the simplest setup an attacker monitesoltage variations, which
are proportional to instantaneous power consumptionsa@oesistor connected in series
with the power supply, as shown in Figure 1.1, and collectggrv@urves; which can then

be analysed visually or statistically to deduce secret keys

The reasons for power analysis are relatively elementanyep consumption occurs dur-
ing the logical transitions of transistors, and is primadbmposed of the current drawn
by gates and the parasitics of interconnect switching.eSomever is only consumed when
a logical transition occurs the power consumed over a gilarkaycle becomes a func-
tion of the previous state and current state changes, trersfatistically correlated to the
secret key. To illustrate this effect, a difference in a Brigt in the input to a computa-
tion can cause a register to hold a different value and inagetine inputs of many gates
used to calculate the result [8]. In other words, the contimnaof the contributions from

many individual circuit elements can lead to a differenceveen the amount of power
consumed when the bit is one and the amount consumed wheit ihedro. The relative

magnitude of variations in power consumption will depengant on the family of logic

used. For example, with CMOS logic changes in the systera btate a profound effect
on power consumption. Unlike conventional cryptanalydmscl relies on mathematical

aws, here it is the underlying CMOS implementation whickoals the algorithm to be
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Figure 1.1: Smartcard power analysis
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Figure 1.2: Security pyramid

-— Protocol Level

broken.

Differential power-balancing has been suggested as thé¢ efiestive solution in [10]
and the concept patented in [9], it attempts to reduce theeptovkey dependency by re-
moving the correlation between the information being pssee and power consumption
to give a constant hamming weight. Binary data is transforiméo a differential data
representation and a xed-state step executed betweenwutatigns and implemented by
a differential logic style composed of gates and regist&aturally the logic style can
be constructed in differing ways, and therefore will leadetcels of information leakage

reduction. In general, a smartcard's security can be mdd&jean abstraction pyramid
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to highlight security layers and the interaction or intgreledencies between layers. Fig-
ure 1.2 breaks down a smartcards security into four levdis.strength of power analysis,
from an attackers view point, is the fact that it bridgeseHls of the abstraction pyramid:
it seeks to break the secret key of the algorithm used at gwitim level, implemented
at the platform level on a CPU or dedicated cryptographicivare, using logical and
physical effects at the circuit level. Power-balancinglexcpd at the circuit level, which
has been further broken down into logical and physical Eveis from here the effective-
ness of a power-balancing solution can be judged. Ideatly|u#ion would be completely
leakless, that is, providing either no leaked informatiosigni cantly reduced amounts
of leaked information to attackers, adversaries or eavpgars. However, in reality no
solution is leakless and will be imperfect in the sense thay teak some information due

to the physics of the implementation technology.

The goal, therefore, is one of implementing power-balag¢o minimise information
leakage so that signi cantly less data dependent powengsuoption occurs or secret data
will not be compromised within the lifetime of the secret kEpr example, if the attackers
work factor exceeds the maximum number of transactions évece can perform, he
cannot collect enough measurements to compromise the ggorenation [9]. However,
power-balancing comes at the expense of other design $actgrarameters increasing,
which often make a solution impractical in commercial apgions, where xed-costs,
design-effort and time-to-market dictate the actual sgcoreasures implemented. These
overheads have deep implications, due to the push in negtgion technology for more

functionality, large on-chip memory and reduced power suppdgets. These facts and
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the fact that there has been an exponential growth in the aumbapplications and
deployment demand, coupled with VLSI technology advanitdésis become a requisite
for engineers and industry to have power-balancing optidsgle from design costs, for
a smartcard vendor to actually sell a device, its generalrgg@nd resistance to all forms
of cryptanalysis is covered by a number of regulatidios the application for which it is

intended; this will also affect the power-balancing sauatchoice.

1.1 Research Goals and Contributions

The research conducted encapsulates the broad remit stig@tng power analysis and
countermeasures for smartcards; and completed as pae 8&GREEN research project
at Newcastle University. The resulting work has developed research directions and
goals during the natural course of SCREEN; often this is #s® vith research, that is,
the speci c goals are not known at the beginning nor the aagdirection yielding the

nal outcome. Given this, in order to give a basis and suppartsubsequent power-
balancing research, the rst goals were to: establish aglmsnd concise understanding
of power analysis; the underlying reasons why it is possithle theoretical sources of
information leakage present in a CMOS smartcard's powesamption; and to gain a

means to evaluate existing power-balancing countermegsur

The post research was guided by ATMEL Smartcards UK who vdaiotelevelop a prac-

tical differential power-balancing solution based on dtnd cells with minimum impact

LFor example, FIPS or Common Criteria.
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on the traditional design ow. This resulted in the develagrof a minimised logic
style and design ow [32, 75, 88], which was tested by theat®e design and analysis
of a AES-128 cryptoprocessor ASIC; Danil Sokolov was resjda for the minimised
logic style and design ow. The contribution of the authothe design and development
of a synthesisable AES-128 macro using ef cient S-box catenfng the ASIC, imple-
mentation of two AES-128 designs on an ASIC and the evidemre the ASIC security
investigation of the validity of the logic style and impralveesistance to power analysis
[76]. In turn this makes the frontend aspects an attractiadfiggm for power-balanced

design.

At this point in the research, a minimised standard cellttmhuhad been demonstrated
and evaluated in silicon [76], yet the results still showexniygptographic algorithm could
be broken. Therefore the natural transition has been tmexind attempt to improve
security further using custom design [77, 79] and develogarously power-balanced
cell library open to Europractice institutions. To fornyetkst the cell library a second case
study proof-of-concept AES-128 S-box ASIC has been desighbeilt and evaluated
The contribution of the author is the design and constractiba power-balanced cell
library and cell structures, evidence from the securitylatzon of the validity of the

logic style and security improvement through the designaralysis of the chip.

This work has been conducted as part of the SCREEN projecarimgrship with AT-
MEL Smartcards UK, while my colleague Danil Sokolov has asrtdd research into

secure design ows, proposed the minimised standard cegitlstyle and presented his

2The results and techniques are in discussion with the Usityeiechnology transfer of ce, as such are
not yet published.
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thesis in 2006. The work has also been in uenced by an intépret Sharp Labs during
the summer of 2005, where it was possible to see rst handritastrial aspects, the
actual signi cance and need for power-balancing countasuees. Furthermore, what is
actually required in such a context from power-balancihgt ts, to keep the key secret
for it's lifetime and to minimise leakage to allow regulai®or certi cation tests to be
passed, and to have design options to balance costs. A nairtiest silicon designs were
designed as part of the ATMEL partnership, which are sultfyelsDA; likewise the Sharp
work is NDA protected, some of the internship work is knowrb&present in prototype

E-passport designs via processor core extensions.

In summary, the speci ¢ contributions of only the author gmesented in this thesis are:

1. The development of a synthesisable AES-128 macro usicigrtf S-box codé.

2. Implementation of two AES-128 designs, single-rail amilerail versions, on a

AES-128 ASIC using the AES-128 macro code.

3. Evidence from the AES-128 ASIC security investigatiothef validity of the logic

style and evaluation of its resistance to power analysis.

4. Using full custom design to develop a power-balancedlitethry open to Euro-

practice institutions.

5. Testing of the cell library by the implementation of a set@ase study proof-of-

concept AES-128 S-box ASIC and evaluation of its power aialyesistance.

3The architecture itself is from [27].

10
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The publications related to the research presented inltegd are:

1. D. Sokolov, J. Murphy, A. Bystrov and A. Yakovlev, "Impiiag the security of

dual-rail circuits”, Proceedings of CHES, pp. 282-297,£200

2. D. Sokolov, J. Murphy, A. Bystrov, A. Yakovlev, “Design@Analysis of Dual-rail
Circuits for Security Applications”, IEEE Transactions Gomputers, Volume 54,

Issue 4, pp. 449 - 460, April 2005.

3. J. Murphy and A. Yakovlev, "Power-balanced Asynchronbogic”, Proceedings

of ECCTD, pp. 213-216, 2005.

4. J. Murphy and A. Yakovlev, "Power-balanced Self Checkhiguits for Crypto-

graphic Chips", Proceedings of IOLTS, pp. 157 - 162, 2005.

5. J. Murphy and A. Yakovlev, "An Alternating Spacer AES Cigyprocessor”, Pro-

ceedings of ESSCIRC, pp. 126-129, 2006.

1.2 Thesis Structure

This thesis is divided into six Chapters and one Appendid;@ganised as follows:

Chapter 2 gives a cryptographic primer, background information om tiypes of cryp-
tography and presents AES-128. Later in the Chapter crgptsis is introduced,

which embodies mathematical and side-channel attacks.

11



CHAPTER 1. INTRODUCTION

Chapter 3 aims to set the grounding and to draw out the implicationsowigr analysis
to the reader, and to highlight the many statistical effediech leak information.
Power analysis and differential power-balancing usingedsntial logic are then
discussed, followed by an evaluation of the most known aretl@ountermeasures

from the literature using &ce simulations.

Chapter 4 presents a differential power-balanced standard celtlstyle, namely alter-
nating spacer logic, which strikes a balance between desigmomics and security.
The design of an AES-128 ASIC is presented implementing a-AFBalternating
spacer core and single-rail core, followed by a power amalyscurity evaluation

of the ASIC to assess its resistance to power analysis.

Chapter 5 describes a custom cell library which implements as muchepdaalancing
as possible in a UMC 0.18um process; and serves as a poverebdl cell library
available to Europractice institutions. A security evélma of a case study AES-

128 S-box ASIC is also presented.

Chapter 6 presents and draws conculsions.

12



Chapter 2

A Primer in Cryptography and

AES-128

The work described in this thesis spans various aspects démaryptography and fo-
cuses on AES-128 throughout. Hence, requiring a concisevieveof the types of cryp-
tographic algorithm, essential mathematics, the AES-p28iscation and cryptanalysis.
This Chapter covers these points, in order to properly pitessncepts used in subsequent
Chapters and to put the work into context. However, it is éafecome lost in nite eld
mathematics, therefore care has been taken in compilingai@al discussion and to de-
ne the necessary topics; the reader is referred to the tndki of excellent sources on
cryptography for additional material, for example refeen5] or [6]. The reason for
choosing AES over other block ciphers such as DES is, atitte ¢if the research, it was
the newest standardised block cipher and the Atmel desagphgplemented DES. While
the reason for focusing on block ciphers rather than an astnocipher such as RSA

13



CHAPTER 2. APRIMER IN CRYPTOGRAPHY AND AES-128

were purely economic in terms of silicon area and costs.heantore, a large proportion

of the literature related to side-channel attacks focuseSES.

2.1 Introduction

Everyday cryptography plays a silent, but crucial, part @ople's lives, from its ex-

tensive use in smartcards to a vibrant repertoire of apdica requiring sophisticated
measures to ensure privacy, safety and protection agast.f Historically, it has been
used relatively simplistically to protect secrets, buthwtthe last 50 years it has mor-
phed into a complex eld. Nowadays, everything from mediedords to pictures can
be represented digitally, and stored for long periods oétmithout corruption, copied or
transferred with ease. Sadly, these apparent advantaggsotgenerate the privacy and

security issues cryptography has had to evolve to address.

Typically, cryptography forms only a small portion of a sfst, even though it will always
be a deciding factor regarding security. An often quotedwate, from the cryptographic

community, is:

“a system is only as strong as its weakest link”.

This suggests that maintaining security relies on knowihgtvaspects are vulnerable in
the rst place. Consider an attacker who manages to breaktamsys cryptography, there

is little chance of detection if every subsequent accessagyio be valid.
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Modern cryptography attempts to solve unknown vulneraédj whilst preventing and
detecting malicious activity by applying four frameworkswered around mathematically

complete algorithms both in theory and practice:

» Con dentiality, to withhold critical information from &lbut those authorised to
view it, via physical barriers or mathematical algorithnsiei render data unintel-

ligible.

» Data integrity, addresses the unauthorised alterati@ata such as deletion, inser-
tion, substitution and multiplication, by noticing whenawthorised parties manip-

ulate data.

» Authentication, concerns the identi cation of the perswmentity wanting to send or
receive data, in turn allowing two parties to communicateisely by authenticating

each other.

» Non-repudiation, prevents a person or entity from goingcklan previous commit-
ments or actions by using trusted third parties. Take the edsere a system au-
thorises a purchase and later denies that authorisatiograaged; using a trusted

third party resolves this.

2.1.1 Cryptographic Algorithms

Secrecy lies at the heart of cryptography, where secreayites anything which is hid-
den, obscured or secret. Cryptography itself providesigaeneans to meet information
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security requirements by transforming plaintext into @gbxt using an encryption algo-
rithm and secret key or vice-versa using decryption. Réairs the cryptographic term for
meaningful information represented digitally (data);h&ptext represents data which is
meaningless and hard to gain useful information from; gptaoy refers to the process of
using advanced mathematics to transform input data, phinnto an incomprehensible
form, ciphertext; decryption the reverse process of tiangsing ciphertext into plaintext;
and the secret key, or keys depending on the type of algonitsed, governs the resul-
tant ciphertext. In the case of a double encryption, a ctelkecan be the plaintext for
another encryption routine. There are two main categofiesyptographic algorithms:

asymmetric and symmetric.

2.1.1.1 Asymmetric Encryption

The concept of asymmetric cryptography is simple yet elegad is commonly referred

to as public-key encryption. The kernel of which is diffeyikeys are used for encryption
and decryption, for every secret kd{g, there exists a different public-kelfe; where
both keys are a function of each other. The g6 K, leads to the name asymmetric,
and the strength of the public-key algorithms stems fromfaleethat nding the secret
key from the public key can be reduced to a hard problem,tiis.impractical to derive

Kq from Ke. To encrypt, a secret kd{j is generated, which is kept private and accessible
only by permitted parties, and a public kigy, which is available to any party wanting to
communicate securely. This allows Alice to interact withbBby simply encrypting her

plaintext with Bob's public-key and sending the resultaphertext to Bob, which he can
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decrypt with his secret key.

The main advantages are in the simplicity of managing kepsrty has to only publish
their public key somewhere to allow anyone to initiate se@ommunication with them.
Regardless of the quantity of people communicated withy onke secret key has to be
managed and kept secure. However, the security largelyndsm the security of the se-
cret key in the rst place; smartcards present a novel sohytas secret keys can be stored
within the card itself. Unfortunately, the distinguishifeatures of asymmetric encryp-
tion are often depreciated by the considerable amountssotirees needed to encrypt or

decrypt.

2.1.1.2 Symmetric Encryption

In symmetric cryptography, both encryption and decryptise the same secret key.
When a party encrypts a message, the secret key must be sitdaeown by the party
receiving and decrypting the message. This can make ndingethod to distribute the
keys securely problematic, but is frequently outweighedheyef ciency of the physical
algorithm implementations, which are either block or stmeaphers, thus often used by

smartcards.

A block cipher takes xed sized blocks of plaintext compos#dytes, encrypts and
returns the same size block of ciphertext. This is the mostngon and important type
used in modern cryptography, and typically has a subsiititdind permutation or feistel

structure. Substitution replaces bytes or groups of byjestber bytes or groups of
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bytes, whereas permutation physically permutates theshyithin a block; both are used
iteratively in so called rounds. A feistel structure spthie plaintext into equal pieces,
then one piece is XORed with a round function computed ugiegother piece and the

key, this is then repeated.

Stream ciphers are useful as the encryption can change agthlgyte of plaintext being
encrypted. In situations where transmission errors ostrgam ciphers are advantageous

because they have no error propagation.

2.2 Number Theory

2.2.1 Groups, Rings and Fields

De nition 2.1. A groupGis a set of elements together with a binary operatiatisfying

the following three axioms:

« The binary operation is associative. Thatas(b ¢)=(a b) cforall a;b;c2 G.

* There is an element2 G, called the identity element, such tteatl= 1 a= afor

alla2 G.
* For any elemena 2 G there exists an inverse element! 2 G such thata a=

ala=1.

A groupG is abelian or commutative if furthermore:
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ea b=Db aforallab2 G.

Note, for the purposes of the de nition that multiplicatigeoup notation has been used
for the binary operation. If the binary operation is additithen the group is said to be
an additive group, the identity element is denoted by 0, Bednverse ot is denoted by

a. From here, in this section, juxtaposition will be used tmbylise .

De nition 2.2. A groupG is nite if it contains nitely many elements. The number of

elements in a nite group is called the order of the group.

De nition 2.3. Aring Ris a set of elements together with two binary operationstamidi

and multiplication satisfying the following axioms:

* Ris an abelian group under addition with the identity O.

» Multiplication is associative. That is(bc) = ( ab)c for all a;b;c2 G.

» Multiplication is distributive for addition. That ig(b+ c) = ab+ acand(b+ c)a=

ba+ caforall a;b;c2 G.

A ring is called a commutative ring &ib= bafor all a;b2 G. A ring Ris a ring with
unity if it has an identity element for the multiplication eqation, that is, if there exists

12 Rsuchthat A= aandal= aforalla2 R.

De nition 2.4. A eld F is a set together with two binary operations multiplicatzr

addition satisfying the following axioms:
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* F is an abelian group under addition with 0 as the identity elem

* The set of nonzero elementsBfforms an abelian group under multiplication with

1 as the identity element.

» Multiplication is distributive for addition. That ig(b+ c) = ab+ acand(b+ c)a=

ba+ caforall a;b;c2 G.

Fields with a nite number of elements are called nite eldd eld is also a commuta-

tive ring in which all non-zero elements have multiplicatinverses.

De nition 2.5. A subset- of a eld E is a sub eld ofE if F is itself a eld with respect
to the operations dE. If this is the casek is said to be an extension eld ¢f. A eld

containing no sub elds is called a prime eld.

De nition 2.6. For any prime numbep and positive integen, the unique eld with
p" elements is called a Galois Field of ordgr p" and denoted bysF(qg) and a nite

extension of degree of the prime eld GF(p).

The smallest eldF with two elements iZZ, = f0; 1g where the arithmetic operations
addition and multiplication are performed modulo 2. If O dnare considered to be truth
values, then the addition and multiplication tables areii tables of the bit operations

XOR and AND respectively; hence the eld is a binary eld egalent toGF(2).

De nition 2.7. The characteristic of a eldF can been seen as the number of elements in
the smallest sub eld oF. Hence, the binary eld or GF(2) is an example of a eld of
characteristic of 2.
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2.2.2 Finite Field Polynomials

De nition 2.8. A polynomial of degreen with coef cients in a eld F is a polynomial

overF. Polynomials are not denoted by tuples but using the natagi® rix+ 1+ rpx".

Polynomials oveF may be added and multiplied by elementd~of Addition is carried
out by adding coef cients of like powers, while multipli¢an is carried out by multiply-
ing every coef cient by the multiplier. For the el®" bits correspond to coef cients of

a polynomial, matching the right most bit with the constamnir.

De nition 2.9. The eld of all polynomials with coef cients inF with operations of

addition and multiplication is denoted IB{x].

If two polynomials are multiplied together of degneethe result is usually a polynomial
of degree B. This means the set of polynomials of degnezmannot form a eld under the
operations of addition and multiplication, as multiplyitvgp polynomials in this set will

yield a polynomial not in this set. If multiplication is céed out modulo a polynomial
a eld can be formed, however a certain type of polynomial e used called an

irreducible polynomial oveF.

De nition 2.10. A polynomial p(x) 2 F[x] of degreed 1 is irreducible over F or is an
irreducible polynomial irF[X], if p(X) cannot be expressed as the prodyf&yh(x) of two
polynomials inF[x], where the degree of boti{x) andh(x) is greater than or equal to 1

but less thaml.
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2.2.3 Construction of Finite Fields

De nition 2.11. If Fisany eld andp(X) is an irreducible polynomial ovét and inF[X],

the eld is constructed by [X]=p(X).

De nition 2.12. If p(x) 2 F[X] is an irreducible polynomial ove¥, anda is a root of

p(X) the order ofa is the least positive integgrfor whichaP = 1.

Theorem 2.1. All the roots of [fx) have the same order.

2.2.4 Bases of Finite Fields

A nite extension GF(g™) of GF(q) can be viewed as a vector space of dimension
over GF(q). Each element o6F(g™) can be represented as a linear combination of the
m elements of the badebg; by;:::; b 19. The coef cients of the linear combination are

elements of the eldGF(Q).

In general there are many distinct baseS&6%{q™) overGF(q) but there are two types of
basis which are particularly relevant. The rst type is tledymomial (standard or canoni-
cal) basis given by the sél; a;a?;:::;a™ g, wherea is a root of the prime polynomial

p(x) of degreem used to construdsF (g™ from GF(q): This basis corresponds directly
to the polynomial representation already described abavehis case, a eld element

is represented by the expressiyt+ ajx+ 1+ am 1X™ 1, sincea is a root ofp(x) the

polynomial representation is equivalentg+ aja + :::+ ama™ 1.
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The second type is the normal basis given by thd aeq%;::;;a9" lg, that is, the set of
conjugates of a suitable elememtof GF(q™) and constitute a complete set of roots of
p(x). Hence, if we use the elemeatto generate a normal basis we must choose a prime

polynomialp(x) with linearly independent roots.

Theorem 2.2.For any nite eld K and any nite extension F of K, there exssa normal

basis of F over K.

Theorem 2.3.For any nite eld F, there exists a normal basis of F over itsqme sub eld

that consists of primitive elements of F.

2.3 Advanced Encryption Standard

2.3.1 History

The Data Encryption Standard (DES) [90] was once the mostiwigsed encryption al-
gorithm and for over 40 years was used to protect nancialdeations and electronic
communications. It was originally developed by the US Gowegnt and IBM in the

1970's as the government-approved symmetric algorithrocfbtipher) using a 56-bit
encryption key. However, with the exponential increaseamputational power an ex-
haustive search on the key space has become feasible eapeitsive to perform. Indeed,
a purpose built machine able to search 90 billion keys pesrstavas able to determine
a key after 56 hours, thus cuttingly demonstrating that &®i5&ey length is not suf -

cient. In the context of smartcard manufacturers, attadkistwcan be performed with
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relatively inexpensive equipment in a small amount of tiere of more concern rather

than exhaustive searches.

In 1997, the National Institute of Standards and Technol®$sT) announced a new
Advanced Encryption Standard (AES) standard and made afeoaguest for algorithms

to be proposed, stating that AES would be:

“An unclassi ed, publicly disclosed encryption algorithm@vailable royalty-
free worldwide, implementing symmetric cryptography asoek cipher and
at a minimum supporting a block size of 128 bits and key siZ€l28, 192

and 256 bits”.

The selection process followed several rounds to evalumtdidate algorithms and in
August 1998 15 algorithms were accepted as candidatesnaAdgust 1999 this was
reduced to 5 nalists. Finally, in October 2000, NIST annoed that it had selected Ri-
jndael [31, 89] as the new AES standard and pronounced itetwestandard on November

26th 2001, effective from May 26th 2002.

2.3.2 AES-128 Algorithm

The applications of AES, co-named Rijndael after the agtldman Daemen and Vin-
cent Rijmen, vary widely from high-end servers which nee@tohange data securely
to broader consumer applications, such as smartcardalargiihones, automated teller
machines and digital video recorders. It follows a blockeipsubstitution-permutation
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network rather than a feistel structure like DES, operatind.28 bit blocks of dafaat a
time using key sizes of 128, 192 or 256 bits, and referred #ES-128, AES-192 and
AES-256 respectively; the most widely version is AES-128 tire version used here and

referred to.

Figure 2.1 illustrates the structure of an AES-128 encoyptivhere the decryption pro-
cess applies the inverse operations in reverse order. Arymian consists of 10 iter-
ative rounds, the main rounds, each composed of four basisfirmations ,
: and , all operations are de ned in terms of arith-
metic in theGF(28). Before the main rounds, an initial round executes feafugn
transformation and followed by a nal main round omitting
During each round execution a new key is derived from thégirsecret key using a key

schedule.

Data in AES-128 are elements@F(28) and represented as polynomials3f(28) with

coef cients inGF(2), which is equivalent to a byte:

b; X'+ bg X%+ bg xX°+ by X*+ by X3+ by X2+ by x+ by

In this section, juxtaposition is not used anas in AES speci cation. For example, the
byte 00000111 corresponds to the polynomifat x+ 1. Using polynomial representa-
tion, addition is the bitwise XOR of two bytes into a new bytdymomial inGF(28). For

example, the hexadecimal additibR3g+ f 6Ag = f49gis:

1The original speci cation by NIST required candidates tpsart data block sizes of 128, 192 and 256
bits. However, the of cial AES algorithm speci cation is gnde ned for 128 bits.
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Encryption

Plain text A Plain text
. RS SR .
AddRoundKe : AddRoundKe [
____________ | [
i I | O |
: | 5 |
| SubBytes 4—: I ® InvSubBytes !
l | | B |
I | I
: ShiftRows I I InvShiftRows I
|
| | |
[ : Repeat ! '
I 1| 9times I
| | - | |
' [ o ' |
| - '
|
I AddRoundKe I ? I :
R I ) ! |
______________ ) ! I | Repeat
. v | : I | 9times
| | |
| SubBytes | : !
| | |
— | ' I
I 5 | ' |
| © . | ! |
, X ShiftRows , [
®© |
I = I |
[ |
| |
: AddRoundKe : AddRoundKe
I I T
Cipher text Cipher Text

Figure 2.1: AES-128 algorithm
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CHx+1 X+x+x+x = X¥+x+1

Multiplication in GF(28) is modulo an irreducible reducing polynomial of degree &use
to de ne the nite eld of AES-128, although different irrattible polynomials could
have been used to constru@F(28), in AES-128 the irreducible eld polynomial is
m(x) = f11Bg= x®+ x*+ x3+ x+ 1. Multiplication equates to multiplication followed
by division using the reducing polynomial as the divisorgndthe remainder is the prod-
uct. Besides using polynomials with bit coef cients@F(2), AES-128 also uses poly-
nomials de ned with coef cients inGF(28), when manipulating vectors of four bytes,

corresponds to a polynomial of degree 4:

az X+ a, X¥°+a; x+1

In this format, polynomials can again be added by simply X@Rihe corresponding
coef cients, however multiplication is performed modulman-irreducible polynomial

m(x) = x*+ 1.

2.3.3 AES-128 Operations

In AES-128, a 4 by 4 byte matrix constructed in a column like fashion is used to
represent the plaintext. Initially, the matrix holds: tH281bit plaintext message divided
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Dol 1| 2| D3 Kool o.1] %.2] Ko.3

Yol Ml M2 R Kiol Ki1| ki2| ki3

Hol 21 B2 R3 Kol Kon| Koa| ko3

ol B1| B2l &3 K3o[Ks1|Kao| K33
Figure 2.2: and matrix

into 16 bytes where each is an elementG#(28), during encryption the intermediary
results as each round executes, and after encryption thmbbzd ciphertext. The actual
bytes are simply mapped into rows and columns: the rst byé@sto row 0 and column
0, ag0, the second byte to row 1 and column 0O, and so forth. Simjlark by 4 byte
matrix is used to initially hold the secret key and then the key derived

in each round by the key schedule. Figure 2.2 illustratesthtices and their respective

mapping.

As mentioned a round is composed of four invertible trameftions operating on and
modifying the matrix. Since each of the four internal functions is inJadide-
cryption merely applies their respective inversions in teeerse direction, excluding

which is its own inverse. The nal round omits the step.

2.3.3.1 SubBytes

Cryptographic algorithms require non-linear operatianisd considered secure. In AES-
128 , a port-manteau for byte substitution, is the primary naedr operation.

Its function is to replace each element of the  matrix with values from a 16 by 16
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ol %, | a02| 32 bo.o| Po, |b02|t£

o] % B Pro "o/ P81 Pij pual

Lol 21| 22| D3 b0 P21| Paz| P2

&0 31| &R2| %3 bso| P3| Ps2| Pas
Figure 2.3:

byte invertible substitution table (S-Box), as shown inkgy2.3. The substitution can be

applied directly using a stored S-Box or calculated on dehian

1. Taking the multiplicative inverse iGF(28)

2. Applying the af ne transformatichover GF(28).

The inverse of is direct byte substitution using the inverse table or bynigk

the inverse af ne transformation followed by the multi@iose inverse.

2.3.3.2 ShiftRow

The transformation changes the order of bytes of the  matrix, by cycli-
cally shifting each row over different offsets. The rst ragvunaffected; the second row
is shifted to the left by one byte; third row by two and the tbuow by three bytes; this

is shown in Figure 2.4.

The inverse of is a cyclic shift of the bottom three rows by 3, 2, 1 respetyive

starting from the bottom.

2An af ne transformation between two vector spaces congistslinear transformation followed by a
translation.
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m n (o] P no shift

h i j k cydic shift by 1

d e f g cydic shift by 2

AVAVAVAVA

w X y z cydic shift by 3

Figure 2.4:
a~. [ b .
ol 2,{ O 502 boo|Pof O Po3
80| &, aqj A3 by o | PTX bl,j b, 3
%ol 8] A2 F2.3) by 0| P2 b2] b2_3
30| % A3j B3] by 0| b3 b3,j D33
Figure 2.5:
2.3.3.3 MixColumns
In the transformation the columns of the are considered as polynomi-

als overGF(2%) and multiplied modulo¢ + 1 with a xed polynomial with coef cients

in GF(28) de ned as:

c(x) = f03g x°+ f0lg x°+ f0lg x+ f02g

2.3.3.4 AddRoundKey

The transformation simply XOR's (adds) the present key storedhie
matrix, generated by the key schedule, withthe  matrix as shown in Fig-

ure 2.6. AES-128 requires 11 operations including the initial
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Dol Dl 2| D3 Kool Ko.1| Ko.2| 0.3 Boo| Po1| Po2|Pos

ol Ha|H2| 3 ® Kio| K| Kio| ksl by o|Pra|Pra|Prs

Lol 21| 22| D3 Kool Kaa| Koz| Kaa b0l P21| Paz| P2

%o 31| &R2| %3 K3o| K| Ks2| Kaa bso| P3| Ps2| Pas
Figure 2.6:

operation performed before the mains rounds execute.

2.3.3.5 Key Schedule

The key schedule generates 10 round keys using the initfad&a seed, where each new
round key,nk, is created by manipulating the previous round key stored in

The key schedule for AES-128 is as follows: the rst 4 bytes of Koo tO
Ko;3, are left rotated, then the transformation is applied to each byte of the
new matrix. Next, this is XORed with a 1 byte variable, , representing the round
number padded with 3 bytes of zeros. The obtained word is XMt the last 4 bytes
of k3.0 to k3.3 in turn producing the last word of the new round keh.o

to nks:3. The second last word of the new round key, byi&soto nky-3, is formed by
XORing the word just formed with the second last bytes of Ko.o to ko.3. This

is repeated to form the remaining words of the new round kéychvis then stored in
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2.4 Cryptanalysis Attacks

Cryptographic algorithms are designed to be mathematisaiture by cryptographers,
the complementary discipline is cryptanalysis which isdigg cryptanalysts and attack-
ers to decipher encrypted information by discovering theetekey; and refers to any
means (attack) to circumvent security by preying on crygphic weaknesses. In tempo
with the dramatic increases in cryptography and computatipower, attributed to the
digital age, the underlying techniques of cryptanalysigehavolved from pen-and-paper
to sophisticated computer-based solutions, one the sabiging the Engima machine
used in World War 1l. Modern cryptography has become faidgistant to mathemati-
cally cryptanalysis attacks, although new algorithms exguently released by academia
and then broken. Likewise, industrial algorithms are jisssasceptible, for instance the

protocol, WEP [7], used to secure wireless networks has bleewn to be vulnerable.

In practice, cryptography and the science of cryptanabssas important as each other,
because information security has to be guaranteed to theisgrdoy proving a system
is fool-proof against feasible cryptanalysis attacks. &bial implications of any given
cryptanalysis attack, rests on how much of a threat it intoed, the majority of which are
theoretical and are only possible in the realm of maths, timlikely to be applicable to
real world situations. Regardless, every cryptanalysackthas to be considered and is
judged on: what knowledge and capabilities are needed asraquisite? How much ad-
ditional secret information is deduced? How much efforeguired? Attacks can also be

characterised by the amount of resources they require,(tinmaber of operations which
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need to be performed), memory (storage requirements) atad(gaantity of plaintexts

and ciphertexts).

In the future, quantum computing has the potential to cohexitemely fast brute force
key searches, which means key lengths considered beyortthakea's resources today
would be become likely. At the moment cryptanalysis attdaeksnto three categories:
linear, differential and side-channel. To date the onlycessful attacks on AES-128 have

been side-channel.

2.4.1 Linear Cryptanalysis

Assuming an attacker has access to a set of plaintexts amdttesponding ciphertexts,
linear cryptanalysis sets out to take advantage of linepremssions involving plaintext
bits, ciphertext bits and intermediate key bits. The ruditagy idea is to approximate a
portion of the algorithm’'s operation with a linear expressiwhere linearity refers to a
bit wise XOR operation, then determine if the expressionahagyh or low probability

of occurring. If the algorithm displays a tendency for a jgattar expression to hold
with high probability or not to hold this is evidence of weakses in the algorithm's

randomisation abilities, which in turn can be used to bréakaigorithm.

2.4.2 Differential Cryptanalysis

Differential cryptanalysis attacks are primarily aimedsginmetric cryptography using
block ciphers and can be summarised as the study of howetiifes in an input affect
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the output. In the case of block ciphers, such as AES-128,atset of techniques for

tracing non-random behavior during round execution tovecthe secret key.

It was rst observed by Eli Biham and Adi Shamir, who later figbed their research
covering a number of attacks against various symmetrickodgquhers including theoret-
ical weaknesses in DES [91]. However, it was noted that DESsuaprisingly resilient,
indicating perhaps its IBM designers already knew of theeptal attack. Since it be-
came public knowledge it has become a basic concern, hemcalgerithms are always

accompanied by evidence that the algorithm is resistant.

2.4.3 Side-channel Cryptanalysis

Linear and differential cryptanalysis attacks are baseeither knowing the ciphertext
or plaintext, knowing both, or the ability to de ne what ptégxt is being encrypted.
Both are based on a traditional model that a cryptographicdes an abstract machine
which receives input, plaintext and key, and produces aututgphertext. In contrast,
side-channel cryptanalysis, which is usually statislychbsed, is a relatively new area
of research, escalating since the mid-nineties. It focosethe physical implementation
of cryptographic algorithms; and exploits the charactiessof integrated circuits which
cause side-channel or information leakage during the tiparaf the cryptosystem (on
the side) as it interacts and in uences its environment.sThiturn provides useful and
extra information about secrets in the system, for exantpéecryptographic key, partial

state information, full or partial plaintexts and so fontthich can be harnessed statisti-
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cally or otherwise to break algorithms, deduce secret kaegsdecipher plaintext. The
term cryptophthora (secret degradation) is sometimes tasexipress the degradation of

secret key material resulting from side channel leakage.

Furthermore, devices without protection mechanisms caitydze tampered with, which
allows an attacker to either create new sources of leakagimiended behaviour; for ex-
ample by injecting logical faults to make transistors césseswitch. The industrial view
is to only make a device secure against attacks pertainiiitg tgpplication and to gain
certi cation rather than implementing unnecessary couméasures that drive up costs.
Most practical solutions rely on increasing the complexityside channel cryptanaly-
sis, thereby complicating the statistical analysis andeasing the number of readings
necessary to the point where it is infeasible or too expensiperform. However, the
resources required for side-channel cryptanalysis ataok relatively low and time has

shown developing effective countermeasures is far frowatri

2.5 Summary

Cryptography is an important aspect of modern life and hatved to allow privacy and
safety, by using sophisticated mathematical algorithmishwtake plaintext data and out-
put meaningless ciphertext. AES-128 has become the newpimr standard of choice,
however all devices are susceptible to cryptanalysis. thquaar side-channel cryptanal-
ysis attacks which target the physical implementationerathan the algorithm. This
Chapter has provided a background to cryptography and pticnyalgorithms, specif-
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ically the Advanced Encryption Standard required in latbagters. The last section
introduced the ways in which an attacker can break algosthsing cryptanalysis and

introduced side-channel cryptanalysis.

36



Chapter 3

Power Analysis

This Chapter introduces how CMOS power consumption lealessihannel information,
power analysis and differential power-balancing. Themtlost known and cited counter-
measures from literature are evaluated usirgc® simulations, followed by an overview

of alternative countermeasures.

3.1 Introduction

Power analysis is part of a wide spectrum of side-channgltanalysis attacks, yet re-
mains the most compromising, revealing and studied. Whabeaconsidered as elemen-
tary power analysis was unveiled to the cryptographic comtyuittle over seven years

ago, by Kocher in his well cited paper [10]. It germinatednfra countermeasure de-

signed to prevent timing analysis of RSA and DSS [11] by Kociwlich added dummy
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operations to a smartcard's encryption algorithm in amapitto remove timing variations
of operations. However, his experiments revealed the tranignot only depend on what
instruction is executed but also signi cantly on the actoatameters passed, such as, the
secret key, plaintext or intermediary data. For example\ace using ripple-carry addi-
tion will have a very deterministic ADD instruction timingud to binary carries. Kocher
also noticed that the dummy operations consumed diffennguats of power compared
to meaningful operations and duly raised the question: \wgrds visibly dependent on
operations and operands, do the statistics of a smartqawvd/ser curve(s) hold more sen-
sitive information, speci cally cognating to the secretyReFurther investigation and ex-
periments con rmed his ideas and two types of power anaklysie developed. In some
cases a single sampled power curve from a smartcard exgénsitmuctions was enough
to reveal relevant information about the secret key, whiebenmed simple power analy-
sis (SPA). In addition, Kocher claimed as few as 1000 sampdeceker curves followed by
statistical analysis using a difference of means hyposhtesi, could break most smart-
card's encryption [10], which he termed differential povaealysis (DPA). This promptly
drew the attention of both smartcard vendors and the cryapdgc community, and even

featured in an article in the New York Times [36].

The potential implications of power analysis have brandheth academia to consumers
over time and no more so than from illegally decrypting SégeTV channels, said to

have originated from South American drug lords who had agreridesire to have Satel-
lite TV wherever they were located, without the risk of siggup to a service. Unsurpris-

ingly, there were no practical limits on equipment costagtor talent enlisted to decipher
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the channels, and once they had broken the system they had lausaess interest cov-
ering their investment. Another example is banking, fotanse, imagine a simple and
ctitious current account system, where to increase conc®and to reduce fraud a bank
distributes banking cards embedded with a smartcard cHipwig, via cash machines,
account holders are able to access a large proportion oftthek services whenever they

want. Giving the following scenario:

 Alice has a current account which she views as a safe plapattbher monthly
salary and presumes only she is able to withdraw money frana¢t@unt using

her card (the access mechanism).

* Meanwhile Eve makes a living by stealing people's moneygsier expertise in

hi-tech fraud where she manipulates bank services.

* The bank has in place a system protecting Alice in case Ses loer card, therefore
stopping Eve from withdrawing money from her account eveshé found the card,
as Alice uses a PIN stored in the card to authenticate harséife bank and to
correctly withdraw money she must know the PIN. Without thN Ehe card is

useless to Eve.

» Even though the network link between the bank and Alice eaoliserved or altered
by Eve, the information exchanged between Alice and bankaesypted using a

secret key known only to Alice and the bank.

 Since there are many customers like Alice the bank decweasé a generic secret
key stored in the card for all customers, and Alice restsrasisihat if Eve nds the
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card her money is safe.

In this system the surety of Alice's money relies on varioasponents being used in
combination, and for Eve is de ned by the effort and cost reeflito break the system
and reveal the secret key. From a risk point of view, it is ddse to have a different
secret key for each user or every transaction, in the exanifesame secret key is used
by all account holders, hence by using power analysis Evédaodract the secret key

and thus conduct message fraud.

The underlying reasons why power curves are correlatedctetskeys is that the instan-
taneous power consumption of a smartcard depends on théadataction of the secret-
key) manipulated during logical operations due to the ptalgroperties of CMOS logic
and at the lowest level equates to transistors switchingnartcard's operation is said to
be data-dependent and to leak information, that is, inféonas contained in its power
curves statistically correlated to the secret key. Theaide-channels leak not only
through power consumption and timing but also electromtageenanations (EM). Us-
ing similar techniques to power analysis, Jean-JacquesqQaiter and David Samyde
[14] later demonstrated electromagnetic emanations (Ed)dcalso be used, based on
the fact electric current owing through a conductor indsiedectromagnetic emanations,
which can be picked up by a coil placed close to a smartcare réborded informa-
tion can then also be statistically analysed to reveal Usefformation. Notably, these
EM side-channels include a higher variety of informatiod aan be applied from a cer-
tain distance. While in 1996, Boneh, DeMillo and Lipton icalied the occurrence of
faults can have severe consequences on the strength obgrgphic schemes [92]. They
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showed that for many digital signature and identi catiomames faulty outputs caused
by malfunctioning hardware exposed the secret key storadlievice. These attacks ex-
ploit computational errors introduced during cryptograpsperations by tampering with

the device. Usually additional information ow can be cadisé the device returns er-

roneous results or an alternative execution path is entésethe exploitation of wrong

results, mathematical cryptanalysis is required. Faudsofien caused by changing the
voltage, tampering with the clock or by applying radiatid@ountermeasures for single
faults are to check the result twice and calculating therssveesult, however these can
not prevent precisely controlled dual or multiple faulteiciions. The results were par-
ticularly relevant to the design of smartcard systems stheesmall size and intended
use of these devices provide an attacker with the oppoyttmiinduce faults and cause

€erroneous outputs.

Over the years it has become increasingly dif cult to protemartcards against power
analysis due to the inherent and leaky properties of CMOR I#gcademia often claims
to have solved or developed a “golden” countermeasure, Vewve reality industry has
shown such claims are unattainable. Choosing an appreatntermeasure to power
analysis depends heavily on the economic value of the datéharability of the attacker,
for example, their knowledge and how readily they have actethe necessary resources.
Relevant publications and literature are far from prowdmanufacturers with a means
of evaluating attacks and designing sound countermeashi®@s to actually determine
or judge the effectiveness of a countermeasure is notdyialiscult [58, 59, 60], de-

veloping countermeasures against power analysis has Ineactige research area ever
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since their discovery. All try to increase the number of nueasients required to reveal
the secret key to a level where it is pointless to perform sattdcks. Countermeasures
are often rated according to their relative effectivenémsgxample, a countermeasure
that requires an attacker to performl Zneasurements to be successful will be considered
twice as effective as a countermeasure that reqireseasurements. Kocher reported
three countermeasures to power analysis [10], the rstingidhe information leakage;
the second removing the source data dependency through-batescing; and the third
by shielding the device; the latter is a packaging solutiemboted as being impractical
due to device costs. The rst attempts to reduce the sigmaleise ratio by increasing
the noise, however with suf cient samples it can be bypassethe information leakage
is never reduced to zero. The second attempts to remove theldpendency through
power-balancing techniques by also reducing the signabtse ratio, but by reducing

the information leakage (signal) and the focus of this thesi

3.1.1 Power

Digital circuits consume power whenever they perform cotapons by drawing current
from the supply and then dissipating energy as heat. Powesucoption itself, is a sum
of the power consumption of the individual logic cells makinp a given circuit and
depends on the number of logic cells, connections betwesn #nd how the circuit is
built. When operating a CMOS circuit uses a constant powgplstand input signals to
execute, logic cells process the input signals and drawentifrom the supply causing
the heat dissipation.
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Firstly, a discrete sample at tinn@f instantaneous powd?(t), drawn from the supply to

a circuit is proportional to the supply currenjg(t), and the supply voltag®yq:

P(t) = iga(t) Vad (3.1)

The energy consumed and drawn from the supply over some gnapT, is the integral

of the instantaneous power:

Z7
E= igd(t) Vgqdt (3.2)
0

Overall, the power dissipation of a static CMOS circuit isgmsed of three components:

1. Leakage dissipation.

2. Short-circuit dissipation, due to the direct path betwsepply and ground during

logical transitions.

3. Dynamic dissipation, attributed to the charging of cépaces and discharging of

capacitances.

The contribution of leakage and short-circuit power diasgn is considered relatively
small [57], which allows power dissipation to be equateduocefy dynamic power dis-

sipation. It is important to distinguish between energy poder, for example, ifl is

Logical transitions are de ned as!0 1;1! 0
2Capacitances are de ned as the wire capacitance betwees aad transistor-to-transistor connections
inside gates.
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reduced the power dissipation will be reduced by the samgagption. However, the en-
ergy drawn from the supply will still be the same, just oveiifeedng discrete period of

time.

3.1.1.1 Dynamic Dissipation

The total energy consumed and drawn from the supply to clefgad capacitanc€,

to Vout irrespective of the time taken is:

Zy
Edrawn = . igd(t) Vgqdt

= C. V& (3.3)

For an idealised inverter simulation, shown in Figure 3,1{arrent ows from the supply
duringa @ Vygqtransition to charge the load capacitar@e, Half of the energy is stored
in the load capacito;,, and the other half is dissipated by the pull-up PMOS network

The expression for the total energy stored in the load capaaiter charging is:
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Figure 3.1: Inverter

Zy
Eload = 0 igd(t) Voutrdt

Vud
= C 0 Vout dVout

1
= 3 CL V&, (3.4)

During a discharging transitiosyg! 0 current ows from the load to ground and the
energy stored in the load capacitor is dissipated by theqmin NMOS network and no

energy is drawn from the supply; in one complete chargdidige cycle, a total charge of
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Q= C_ Vyqis transferred fronVyq to ground. The waveform fdggq(t) generated using
SpiCE simulation is pictured in Figure 3.1()In summary, each switching cycle takes a

xed amount of energy equal G, ded.

The inverter's average dynamic power consumption over sbme period, T, is the
integral of the instantaneous power multiplied by its shiiig frequency,f, of 0! Vgyq

transitions:

Z1

1 .
Pdynamic = T iga(t) Vagdt
Vg~ T.
= — t) dt
T o iga(t)
= C f V2 (3.5)

Example values of energy and power can now be readily caémljld the load capacitance
is equal to OLpF for a supply voltage of 3V, the amount of energy needed to charge
and discharge the load isGB9J, and if the inverter is switched at the hypothetical rate

of 1ns giving a cycle time of 8s the average dynamic power dissipation:545mW.

3Dynamic power consumption is also composed of a constant shiouit current effect, caused by
a temporary short circuit whenever the input switches nmkioth transistors conduct. This has been
subtracted froniyq(t) to illustrate the charging and dischargingGyf
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3.1.2 Switching Activity

Apart from inverters other CMOS gates and networks of itenected gates have
markedly different switching properties. Their dynamieyeo dissipation is composed of
two components: the internal poWePRernal, and the capacitive load powgag: in the
case of the inverter the load power is equivalent to the dymaower. Furthermore, they
exhibit “lazy switching” characteristics causing a memeffgct, where the logical values
of outputs are retained from earlier computation cycleseseimemory effects, make the
outputs statistically correlated to the inputs, thus atpendent, and occur when a gate's
output computes to the same logical value as the existinguuthis naturally happens

when more than one set of inputs maps to the same outputs.

Similarly, internal nodes exhibit such memory effects anifidischarge or charge deter-
ministically. For example, consider the 2-input NAND shoinrFigure 3.2, where two
PMOS transistors connect in parallel and two NMOS transsstonnect in series to form
the internal transistor-to-transistor nodé. Assume the existing output value is a logical
one andN1 is discharged (the inputs are either 00 or 01); if in the rogxte AB equal

to 00 or 01 arrives, then the output will retain its existirgue and no power will be
consumed. Contrastingly, if in the next cy@® equals 10 the output will still retain its
existing value, howeveN1 will charge, meaningl1 can freely discharge at any point in

subsequent cycles.

The power consumption of complex gates and networks ofdaterected gates can only

4The power dissipated by the internal capacitive transistdransistor nodes, also know as intrinsic
capacitances.
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Figure 3.2: NAND gate

be truly estimated by taking into account switching statsstwhich also highlight mem-
ory effects. For instance, from the truth table of the NANDegthe probability that the
output is at onePy, is 3=4 and that it is at zerdp, is 1=4. The probability of a tran-
sition which draws energy from the supply to charge the duftfgum zero to onePy 1,

is computed by multiplying the two probabilitidg; P, = 3=16, assuming the inputs are
uniformly distributed. Therefore the probability of disshye,Pu o, is computed by multi-
plying the two probabilities and subtracting them fromadhePy PL=1 Py 1= 3=16,
and when an output could exhibit a memory effect for the NANdDeg Either way the
switching characteristics of the outputs are statistjcadirrelated to the inputs. Note,
when gates are connected in a network the probabilities@tenger equi-probable, in
this case the probability at the outputs depends on the pildies of transitions at the

primary inputs.

To calculate the power consumption the concept of switchetiyity is used to determine
the probability of an output switching. FoFperiods of 0 Vyq andVgygq! O transitions,
the switching activitya, determines how many!0 Vyq transitions occur. In other words,
a represents the probability that d 0Vyq transition will occur during the period df.

Hence, the dynamic load power (average) of a complex gate is:
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Road= a C f V&, (3.6)

The internal power consumption, due to internal capacttiesistor-to-transistor nodes,

is given by:

n
Finternal = é ai GV Vgq f (3.7)
i=1

wheren is the number of internal nodes;, is the switching activity of each nodgC, is
the capacitance of the internal node, afids the internal voltage swing of each node
Note that the internal voltage swing can be different t4@n Hence the overall dynamic

power is:

Paynamic= Foad+ Pnternal (3.8)

3.1.3 Timing

Circuits experience various propagation delays and tinphgnomenon. A widely
known, and often attributed to up to 20% of the dynamic powssigated [57], timing
phenomenon is glitching. This occurs in the time period leefvthe start of a computa-
tion cycle and an output settling to its correct value; dgitims time an output or internal

node may experience spurious transition with voltage tevahging from 0 td/yg. It
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usually happens, for instance, when the inputf a gateG, arrives earlier than its other
input, b, during a computatiorfp. The consequence of such a delay between the input
signals arriving and transitioning is that the outpytcan switch more than once in one
cycle: the output switches whararrives and again whemarrives. It should be noted that
during the time span between the arrival of the two inputaiga andb the outputy of

G switches to an incorrect value. Ards also the input of another logic gate, which will
react to a transition at its inputs and may change its outpedsrdingly; thus incorrect

values can propagate causing more spurious transitions.

Another signi cant timing phenomenon CMOS circuits exhibtcurs when intercon-
nected gates interact and is mainly due to the topologicatttre of gates; typically
logical functions are realised by connecting multiple gateintersecting cones to form
the primary outputs. Since CMOS gates can switch their dstpefore all inputs have
arrived, apart from glitching effects, this creates a tign@fifecP as outputs can be deter-
mined without necessarily having knowledge of all the ispidence, a gate can propa-
gate it's output value without having to wait for all inputs arrive. Consider a NAND
gate, its output will be a logical one whenever one of the iagia logical zero. There-
fore, as soon as a logical zero is observed at one of its irtpet®utput is uniquely
determined making the rest of the inputs redundant. Thelaggamf the NAND allows
this timing effect and can be seen in the pull-up PMOS netveark to the parallel ar-
rangement of the PMOS transistors: the output will be pultliggh when at least one of

the inputs is low, regardless of the other value.

5This timing effect has also been termed temporal timing iij,[6arly output in [63], early propagation
or evaluation in [88] and often in asynchronous publicatiameak indication.
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3.1.4 Instantaneous Power

Taking timing and switching effects into account a modelnstantaneous power can be
developed [45]. In general, almost all computation cyclesiaitiated by new inputs
and a synchronisation signal, which then triggers a segquehswitching events bringing
a device into its next logical state. A switching event is wled as a capacitive load
charging and drawing energy from the supply. The amountefgndrawn by a particular
switching event distinguishes one from another, while tfubability of which switching
events occur and at what point in time they happen dependsthnpysical, previous
cycles and environmental factors. Overall, the timing atnictv switching events occur
dictates how energy is drawn over time and instantaneougipealues; instantaneous

power can be considered as a sum of all the switching eveattsatke place at time

Mathematically, letE be the set of all possible switching events andee 2 E. Let
occurge;t) be a binary function, returning 1 @occurs at time otherwise 0. LeE(e;t)
denote the magnitude for switching everdt timet. Therefore the instantaneous power

value at time can be modeled as [45]:

P(t)= & F(et) occurget) (3.9)
e2E
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3.2 Simple Power Analysis

In [10] Kocher et al. use Simple Power Analysis (SPA) to dedtlee example smart-
card's secret key and as a preliminary step before DPA. Thayacterise it as: “SPA is a
technique that involves directly interpreting power cangption measurements collected
during cryptographic operations”; in other words the dtéadries to derive the key more
or less directly given a small number of power curves. Thacétis performed by exam-
ining the characteristics of a single power curve, oftenmnglsi power curve is replaced
with the average of a number of curves in order to reduce nbi@ here an adversary

can potentially determine [10]:

» The algorithm being used, for instance, if an attacker otegka stream of of XOR
instructions followed by SHIFT instructions on a smartcandning AES-128, this
may suggest the start of a round had been identi ed, i.e. . Specic
instructions can be identi ed as they have a unique tempateer signature that

distinguishes them from other instructions.

« Information about the datapath, whether instructionsaiag executed and which

those are, or if dedicated logic is being used.
« Instruction operands and possibly the inputs of dedictatgid.

» Sensitive operations (DES operations identi ed in [10fiapplicable to other al-
gorithms include: key scheduling, permutations and compas) and synchroni-

sation points for DPA.
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* Hamming weight information.

Since every algorithm that runs on a cryptographic devicexecuted in a sequential
manner, for example in AES-128 is performed before the main rounds,

this leads to a characteristic pattern in the power curve.

The original publication by Kocher [10] documenting poweablysis demonstrated SPA
by attacking a common smartcard running the DES algorithlinl@\rounds were imme-
diately apparent from the smartcards power curve, showngaré 3.3(a) for reference.
Even at this granularity the extent of the information legek#s obvious and further anal-
ysis revealed the various rotations used in the DES key sitdedhe left-hand arrow in
Figure 3.3(b) shows one rotation in round two and the riginiéharrows two rotations
being performed in round 3. An even closer analysis, enaktegher to distinguish the

sequence of operations being executed and therefore thesrteebreak the algorithm.

In addition, to exploiting the characteristic power sigmat of operations, hamming
weight information of operations can be harnessed also. typiaal smartcard a large
proportion of the power consumed has been shown by Messetrgésin [38] to be due
to internal buses; who concluded, in this instance, thexéven types of hamming weight

information an attacker can use:

* Hamming weight correlation information, occurring whée fpower consumption

and the number of 1's written on a bus are directly correlated

« Transition count correlation information, occurring whihe power consumption
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and the number of bits that change on a bus are correlatetié. @amming weight

of the current and previous value on the bus.

They showed either of the above could be used along with keayd of the implemen-
tation to reduce the search space of a brute force attacki gy DES. They further
explained how SPA could be mounted if only transition counfibimation is available,
by knowing what was on the data bus before and after a compuiatcle. An example
where this is possible, is when a pre-charged bus is usegl, thernumber of transitions

to zero will interrelate to the height of the power curve [38]

The success of SPA and what is revealed really hinges on theenan which an algo-
rithm is implemented. For example, a dedicated hardwardeim@ntation of AES-128
incorporating a lot of parallelism or novel techniques wliviously make an SPA attack
signi cantly harder. Contrastingly, if the algorithm hasdn coded as-is, it predictably

will reveal a great deal of information and increase the sssof the attack.

3.3 Differential Power Analysis

Differential Power Analysis (DPA) [10] builds on the vis#Variations attackers can use
to gain useful information by using more subtle informatatout a secret key's identity

hiding in a smartcard's power curve. Like SPA, DPA exploite tharacteristic behavior

and interactions of transistors, however, in such a fasthianit can extract speci c infor-

mation correlated to the secret key. The essential difterdaeing, statistical analysis is
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Figure 3.3: SPA on DES rounds
used to isolate small differences in power consumptiongterdnine whether a guess on
a particular byte of the secret key (subkdsy), is correct or not; the overall objective is to
recover the complete secret key in a byte-by-byte dividecamdjuer manner. In the case

of AES-128, 16 subkeys form the 128-bit secret key, thus ttaelahas to be performed

16 times to reconstruct the full key.

From a theoretical position, for a successful DPA attacksithvealled fundamental hy-
pothesis must be satis ed [44], that is: a variable must beutated at some point, which
will allow an attacker to decide whether certain inputs apots give the same variable
result or not. In other words, the outcome or success of sodcittack is based on the
condition that an encryption variable is calculated whaseeris dependent upon a sub-

set of the secret key and upon known plaintext or cipherte¥tfat makes the attack
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particularly interesting and powerful is most cryptogrigpddgorithms satisfy the funda-
mental hypothesis [10]. On a practical front, Kocher's eigdand resounding note about
DPA in [10] was how the whole process is easy to implement; cduires standard lab

equipment and is easily automated.

The attack begins by applying plaintexts to the smartcard under attack while it encrypts
using the unknown secret key. For each offthglaintext inputsPT |, a setW, of discrete
power curvessy;, are recorded via the high-speed analog-to-digital caev@commonly
found in digital oscilloscopes; where thandex corresponds to a particular power curve

and its accompanying plaintext and thendex corresponds to a given sample's time.

The attacker begins the analysis stage by choosing: a tatgetattack; a subkey hypoth-
esis,Ks; and an appropriate selection functidh, which takes plaintext and the subkey
hypothesis as inputs. The selection function is picked soate point its value is calcu-
lated in order to satisfy the fundamental hypothesis. Whendccurs there will be slight

differences in the power consumed between power curves.

Next, on the basis of the hypothesis the captured power swake partitioned into two
S

setsAandB such thatW= A BandjAj+ jBj = N. If the value of the target bit is zero for

a particular power curve) = 0, it is classi ed toB and if it is one,D = 1, into A, which

can be stated formally as:

A=1§;2W:D()= 1gandB=f§;2 W: D()= Og

A widely used selection function is modulo addition (XOR)jnghich occurs frequently
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in cryptographic algorithms, between the secret key orvddrkey and plaintext or in-
termediate ciphertext; in AES-128 this equates to the function. If an 8 bit
selection functionD(Kg; PT1) = KgxorPTH, is chosen, any of the 8 bits &f would be
available as the target bits. If bit zero is chosen the powsres would be partitioned, on

the basis of the subkey hypothesis, according to whetheebitwas a logical O or 1.

The nal step is to compute the “difference of mean” of the ts&is by subtracting the

average of each set, to form what Kocher called a differetntiae [10],DT[j], formally:

1 .
Aljl = —
JBJS,—ZB
Al = =
1) jAijZA
DT[j]] = Aoljl Adlj]

If the subkey hypothesi&s, was correcKs = Kp, the differential trace will be statistically
correlated to the secret key and will show noticeable powas gpikes af points in time,

where power variations occurred satisfying the fundaméyjaothesis, hence:

Aszs,  1Blgpg
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And DT[j] = e will be true, wheree represents the differential curve statistically corre-

lated to the subkey, the correct hypothesi&eaf

If the hypothesis is incorrect then:

1

A

1

e _ 1 2
sies 1Blgpes

ThusDT[j]= O will be true instead, meaning the criteria used to sepanatsubsets will
be approximately random. If a random function is used tad#ia set into two subsets, the
difference in the averages of the subsets should approaglag¢he subset sizes approach
in nity [10], as any randomly chosen subset of a suf cienliyrge data set will have the
same average as the main set. As a result, the differencdeviffectively zero at all
points, in this case the attacker has to repeat the processaisew subkey hypothesis.
In practice, a differential trace matrix is constructed lbpatential 256 subkeys and then
superimposed, typically a given differential trace migbt be completely at. Once
the attacker has con rmed whether a subkey is correct thdevpimcess is repeated to
crack the next subkey until the entire key is known, in turargually breaking the entire
encryption algorithm. Figure 3.4 highlights DPA guratiyeand applicable to AES-128

for an arbitrary selection function.

Related to the principles of how power is consumed by CMO%lagd its timing ef-
fects presented earlier, it is clear that power analysisdcbarness any form of leakage
using the same principles. From the fact transitions arbaa€d and determined by the
statistical phenomenon of gate inputs and previous outputhe differing way energy
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is consumed between al0 Vyg andVyg! 0 transition, for example hamming weight
information or timing variations or glitches and so on, whadl lead to a statistical corre-
lation between the subsets. Unfortunately, a modern sarartaill contain thousands of
CMOS gates exhibiting data-dependent effects resultingfammation leakage correlated
to the secret key, which can be exploited using either sippgleer analysis or differential

power analysis.

The power model also captures how energy is drawn from thglgapd which switching
events occur, their magnitude and timing. For exampkliandP2 are two power curves
generated from different inputs to the same logic netwairis, likely, that how energy is
drawn over time will be different foP1 than it is forP2, thus an instantaneous power
value (sample) at timé from the two curves will be different. If the same sequence
of switching events occurred in each computation cycleangigss of processing done

in earlier cycles, the®1 andP2 would then be the same, thus all instantaneous power
samples the same. Therefore this means all the differdrdizgs created for any subkey
hypothesis would be zero and the correct differential tnaoeld show no power bias

spikes and DPA would not be possible.

3.3.1 Power Bias Spikes

DPA tries to deduce the correct subkey hypothesis by formlhgossible differential
traces and looking for noticeable peaks, however, noisgooients which are suf ciently

random and not canceled during partitioning may potegtiathsk the power bias spikes
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[10]. The number of power curvel, in reality required to practically perform a success-
ful DPA attack, heavily depends on the noise in the measun&gsy®, and on the size of
the power bias spikes afpoints ine. If the power bias spikes are relatively small and for
example the smartcard contains a random number generatsulikey hypothesis may
be guessed incorrectly or not at all. The power bias spikegygacally be identi ed if

[38]:

e> p—

Z

Therefore, the number of power curves necessary for thekata

2s
_)2

N> (5

Messerges [38] suggested, initially, an easy way to deefdagould be to use multiple-
bit DPA attacks by showing the magnitude of the power biakespidepends on the num-
ber of bits used in the selection function, hence a multigi@tiack would increase the
magnitude of the power bias spikesanSuch an attack differs to DPA in that three sets
are used instead of two during partitioning, the extra sé&tsthe power curves not cov-
ered by the selection function. For example, in the 4-b#écktton DES in [38] the power
traces are partitioned according to whether the seledtioction is 0000 or 1111, giving a
expected four fold increase in the power bias spikes the third set holds values which

are not 0000 or 1111. The main issue Messerges's realisegotastially higher levels
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of noise would be present than in ordinary DPA, as less poumes would be distributed

across three subsets instead of two. Hence the averageshayd higher levels of noise
even though the power bias spikes should have a greater tndgnihe experiments later
in [38] showed that this introduces dif culties in recogimg the power bias spikes of the
correct guess from the incorrect guess. Overall their emieh was when mounting a n-
bit attack the attack may actually need more power curvesdoae the noise to sensible
levels and more computational power, implying an attackenot arbitrarily increase the

number of attack bits due to the spread of the power curvesathe subsets.

3.3.2 Higher-order DPA attacks

Since the rst publication [10] documenting power analyaitacks a number of higher-
order or n-order extensions have been proposed to incrbasgdtistical might of the
original attack. In this context, standard DPA is referre@s$ rst-order DPA and partic-
ularly impressive considering relatively simple matheogtan potentially, indeed with
a degree of certainty, reveal the secret key. Higher-ordR#& &ttacks were also described
alongside rst-order DPA in [10], Kocher de ned them as retder DPA attacks which
use one or more samples within a single power curve by appjgint statistics, i.e. by
using more than one selection function; whereas rst-ofdeA calculates the statistical

properties of each power curve at each sample point.

Another de nition of higher-order DPA attacks [39], stateigh-order DPA attacks as

making use of different samples in the power curve that corresponaddferent inter-
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mediate variables calculated during the execution of tgerdhm. In higher-order DPA
attacks the fundamental hypothesis given in [40] is thagrdlexists a set af interme-

diate variables, that appear during the computation of kjperidhm, such that knowing
a few key bits (in practice less than 32 bits) allows the &t#at¢o decide whether two
inputs (respectively two outputs) give or not the same vadua known function of these

n variables.

Chari et al. [45] showed that the complexity of performingter-order DPA increases
with the exponent of the number of points used when applyangt jstatistics. And,
in practice, higher-order DPA attacks are more dif cult tamuamt than rst-order DPA
attacks due to more complex analysis, increased memoryoegsing requirements and

an increased number of power curve patterns [41].

3.3.3 Variations of DPA

Both rst order DPA and higher order DPA require the attadikeknow all the plain-text
or all the cipher text information. Biham and Shamir [42gdithis fact as one of the main
disadvantages of DPA when the exact values of the plaintesipbertext are unknown,
which is plausible if a device is using many layers of seguriin this instance, they
suggested applying DPA to an algorithm's key schedule, isqadly AES-128, where
knowledge of plaintext nor ciphertext information is requai. The AES-128 key schedule
is obviously a natural choice as its power consumption isagsronly a function of the

secret key.
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The rst part of the attack, as discussed in [42], is to dismowe portion of the power
curves corresponding to the key schedule by executing tharitim many times and
comparing the aligned power curves. Once this is achieted;lbck cycles which show
large variations in power consumption are eliminated fromhfer consideration. The re-
maining clock cycles represent operations that are thieatlgtindependent of operations
using plaintext or ciphertext, and from here statisticallgsis can be conducted. The at-
tack from the outset is somewhat inhibited, for example iadoards where the AES-128
key schedule executes in parallel with the rounds, thustisg the key schedule is im-
possible due to concurrency. Clavier et al. [46] also preda improvement to general

DPA called Hamming integration.

3.3.4 Conducting DPA

From both an experimental point of view and an attackersj¢oessfully conduct a power
analysis attack it is necessary to be able to de nitively suga power consumption. A
typical measurement setup consists of the cryptograpkicelender attack, a power sup-
ply circuit, a power measurement circuit, a digital osatiope and PC. The cryptographic
device uses an interface to communicate with its enviroriptiee power supply circufit
provides power to the device and other circuit componehtspbwer measurement cir-
cuit is inserted between the power supply and device undackato directly measure
the power consumption; the digital oscilloscope samplessipnal which is provided by

the measurement circuit; and the PC coordinates the emagnhand controls the device

5Two power supplies of differing voltages are often required
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under attack.

Digital oscilloscopes by de nition measure the voltage gfnsls, therefore to measure
power and current consumption it is necessary to generapmgronal voltage signals to
represent them. For power analysis this is done by inseaisignall resistor inline with
the power supply ground and device ground forming the measemt circuit; typical
values range from\Wto 50W. The voltage drop across the resistor is proportional to the
current owing to the device, and assuming the voltage isstamt the voltage drop is also
proportional to the power consumption. The sampled sighaiherently analogue and
converted to a digital form by the scope, as such care shautdken when choosing a

suitable oscilloscope.

3.4 Power-balancing

In [10] Kocher suggested, and is also intuitively appardrdt the most effective power
analysis countermeasure is outright prevention. Othentesmeasures endeavor to re-
duce the signal-to-noise ratio by maximising the noise etspas to camou age the fun-
damental causes. An interesting alternative, or in additoother countermeasures, is
to span the logic and physical levels of the abstractionmiadand use power-balancing,
a form of differential logic which returns to a xed state eftevery computation, to re-
duce the information leakage moreover the signal aspetieddignal-to-noise ratio. The
switching activity of which, at the logic level, becomesditable and glitch free to give

gate outputs a 100% switching factor (balanced hamming htgithis means that the
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switching activity,a, is a constant opposed to a meandering value on every cotigputa
cycle. It follows, in relation to the power model, if the plgad implementation of such
a logic style guarantees that all switching events, and nbt for gate outputs, are the
same in magnitude and timing in every computation cycles galving the fundamental

causes, power analysis will be theoretically prevented.

A logic style denoted as differential has two de ning chdegistics, rstly all binary
interconnect values (wires), here representedAbyre de ned by both their true and
complementA andA; whereas regular CMOS represents binary values using ome wi
differential logic uses two wires to express one bit of datdgebraically, the possible
binary values ofA, 1 and O respectively, ardA and AA, which map to the code-word
subset of binary staté4.0; 01g from the set of possible staté80; 01; 10; 11g. Secondly,

a meaningless “ xed state” is always used between cycleswiputation to separate the
meaningful transitions to and from code-words, even if ti@a code-word occurs in the
next cycle. The two states available to take on this role @rer@ 1, whichever is chosen
there is always a deterministic order of switching from aes@rd cycle to a xed state
cycle to a code-word cycle, and so on, regardless of a gatag sequence or the primary
inputs values. The xed state has various names in diffefauntoverlapping, spheres of
electronics. In dynamic logic, it is analogous to pre-chaggvhere a gate's operation is
divided into two cycles: the two outputs of a gate are chartfezh during evaluation one
is discharged to form a code-word. In the asynchronous camtgpdifferential logic is is
commonly referred to as return-to-spacer dual-rail oringna 1-of-2 encoding; the xed

state as a spacer or NULL state; and the deterministic ofdawitching as a protocol.
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Figure 3.5: Two inverters switching through code-wordsxed state
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The immediate advantages of using a power-balanced lodéecsn be better understood
by considering an example of two inverters transitionirrgtigh two '‘code-word to xed-
state' cycle$ as shown in Figure 3.5(a) and (b). For each transition to @-eeatd, the
same energy is drawn from the supply by the inverter thatchwes in Figure 3.5(a). The
current consumption of the individual inverters are shoetow the output voltage wave-
forms,ldd_OandIldd_1, in Figure 3.5(b) and summed in the lowest wavefoluhd, total

in Figure 3.5(b). The example also highlights the aspectsephysical level for power-
balancing, in so much as that at the logical level a diffea¢hdgic style only guarantees a
constant switching activity and glitch free operation aotimecessarily constant timing.
Hence, the increase in security is reliant on both levelshénexample above the arrival

of the code-words and capacitances is constant and noahtesdes are present.

Security publications regularly forget to mention the phgkside of a differential power-
balancing scheme. One of the main security aspects whioh toalve addressed at the
physical level when using a power balanced logic style isieng the capacitances are
equal, however physical routers act contrary to this to miseé crosstalk. Modern tools,
use a grid based system, which have been manipulated in ¢é4lifferential routing.
Place and route proceeds using fat wires and which are thasftrmed into the nal
differential design by parsing the design database andngad the differential rules.
The method requires manipulating design rules and redg tive layout interfaces (ab-
stracts), this may have certain implications since thesetfa property of the foundry

and cited as being a sub-optimal scheme in [33] and havingsdiadk issues. Another

’Since inverters are used, 11 is applied as the xed-stategtiniputs to generate a 00 xed state output
and the applied codewords are inverted.
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method, the backend duplication method [65], and quotechem@ similar problems in
[66], attempts to implement balanced routing indepengaitihe differential logic style.
Firstly database descriptions of the cells are modi ed tplement a compatible inter-
face and a symmetric layout structure, while place and rputeeeds by placing cells
on every other row and constraining the router verticalllesve empty channels so that
everything can be duplicated later. After the rst routingsg all the cells are duplicated
onto the empty and adjacent rows, while the routing is sthifi@rizontally into the empty
vertical channels. Bouesse et al in [67] used an iteratigggdeo balanced pairs by col-
lecting parasitic information after every routing. Exmeents have shown a similar best
effort approach is, in reality, only feasible when designan actual ASIC which is to
be sent for fabrication. The parasitics of the two wires fiigra differential pair can be
analysed by extracting a list of capacitances followed byp$¢ le processing to com-
pute the imbalance between the wires. The increase in $gcamn be assessed by the

ratio of the wire's routing capacitan€xtrue)=C( false [65, 67].

3.4.1 Power-balancing Countermeasures

The main differential countermeasures are described asigtaace to power analysis
analysed in this section; the latter part separately dss=utheir relative design proper-
ties. The rstdifferential power-balancing countermeas(DIMS_1) proposed by Moore
et al. in [34] and demonstrated in a prototype chip, usedyealsensitive Min-term Syn-

thesis [70] (DIMS) logic returning to a 00 xed-state (akmes); and built from standard
cells for use in either a clocked or clockless environmanthis context, returning to the
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xed state is known as the logic's protocol and the logic iglda “return-to-spacer” after
a code-word cycle. Previously DIMS logic had only been usedackless designs due
its inherent synchronisation properties; [71] also regid clockless chip using DIMS

logic.

An actual differential function or gate is formed by implemiag explicitly the boolean
function using a C-element for each min-term and OR gatestfer ORing of the
minterms. For example, a DIMS NAND gate is shown in Figurg&.@nd implements

the Boolean functions in Equation 3.10 and 3.11:

Qi=ag bpt+as bo+ag by (3.10)

Qo=a by (3.11)

The rst level of C-elemenfsensures an output is only generated when both inputs have
arrived by synchronising the arrival of the primary inputi®wever, the logic depth @,

is uneven compared Qg giving rise to data-dependent behavior: a temporal timifege

and a different number of switching events between the twlasp&ince the solution uses
standard cells the power-balancing is limited to the logiegel, hence the underlying

transistor implementation will also exhibit data deperidezhavior.

A logic style's resistance to power analysis can be evatllayeconstructing a differential

trace using 8iCE simulation [33]. According to DPA, power curves are gensildor the

8A C-element holds its present output, unless a 00 or 11 agepten its inputs, which give a binary 0
and 1 respectively.
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Figure 3.6: DIMS_1 NAND and differential trace

gate in question and separated into two subsets: where pataamputes to a binary 1
and 0. The two subsets are then averaged and subtractedrtdHerdifferential trace.
Figure 3.6(b) shows the differential trace for the DIMS_1 M\ gate, where majority
gates were used for the C-elements and twenty input combnsatised, covering all
input combinations, arriving randomly. A noticeable powé&s spike can be observed,
peaking at 176A and present for@0ns and acts to quantify the information leakage and
demonstrates the extent of data dependent operation r&dept due to using standard

cells and unsymmetric paths.

To balance the paths and to implement fault propagationtwhses the 11 xed state
Moore et al. added extra logic (DIMS_2) @y forming the Equation 3.12 and illus-
trated in Figure 3.7(a); the new differential trace peak80aA and present for :@7ns

Figure 3.7(b).

Qo=a; bi+ag a;+ by by (3.12)
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Figure 3.8: DIMS_3 NAND and differential trace

Yu [68] proposed a more conservative DIMS implementatioiM®_3) which shorts two
inputs of theQ; OR gate to ground giving Equation 3.13 and shown in Figure 318
also used standard cells and the differential trace is shovagure 3.8(b) and yields a

similar power bias spike to DIMS_2.

Q1= a; by+ GND+ GND (3.13)
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Figure 3.9: DIMS_4 NAND and differential trace
In contrast, Guilley [69] spanned the physical and logieaéls of the abstraction pyramid
by using the same logic level structure as DIMS_3 but usedeptalanced C-elements
and OR gates modi ed to not exhibit memory effects as showkigure 3.9. The differ-

ential trace now exhibits a at pro le without noticeable gies.

Tiri in [72] rst proposed using power balanced dynamic logbased upon Sense Am-
pli er Based Logic (SABL) from [73], to tackle power analygsiSABL logic was also
used in a clockless environment in [62]. A improved logidetypynamic Current Mode
Logic (DyCML), was proposed by Mace in [74] based upon clzdsSCML gates uses
the same logical gate topology as SABL but a virtual grourstiiad of a foot transistor;
these gates are lower power and faster compared to SABL. &hadvantage of SABL,
Figure 3.10(a) shows an NAND implementation, is in each e&ybe same number of
switching events occur and memory effects are mitigateds iBhachieved naturally at
the logical level as the logic is differential but importiyrdlso at the physical level. All

internal nodes are guaranteed to discharge by always haviragnsistor switched on, in
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Figure 3.10: SABL NAND and differential trace
Figure 3.10(a)T 0, which ensures all nodes discharged via when the inputeeaand
once a path to ground is achieved the cross coupled invedggse to provide a stable

output. While on the xed-state cycle (pre-charge) all ne@dee recharged ¥DD.

However, SABL gates exhibit timing effects due to their agyatric gate topologies and
unbalanced discharge paths [61]. For instance, transistopermits an output to be
computed before all inputs have arrived and internal nodesltscharge iB inputs arrive
rst but not if Ainputs arrive rst. The bene ts of power-balancing at bottetiogical and
physical level are apparent in the differential trace wipelaks at 564, however this is

offset against the fact it atlines for:60ns

Only the security aspects have been described so far, hoagaedesigner it is important
to understand the design trade-offs involved when desggoountermeasures. Clearly,
DIMS_4 gives the atest differential trace and offers theosgest resistance to power
analysis, however, it is also the largest requiring a 102sistors to implement a NAND,

versus 16 for a SABL NAND gate. Then both DIMS_4 and SABL regeustom design
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techniques, which may offset their relative security ormarene ts and make DIMS 1,
DIMS_2 or DIMS_3 a more attractive choice; especially if aideer is limited to a stan-

dard cell design ow. Table 3.1 summarises the countermesassecurity and properties.

3.5 Other Countermeasures

3.5.1 Software Countermeasures

3.5.1.1 Sophisticated Coding

Daemen and Rijmen [52], the inventors of AES-128, suggassaty more sophisticated
code using dummy operations as a low cost way to resist pomadysis—Kocher sug-

gested a similar method to counteract Timing analysis. Hp&gi ed, using their nota-

tion, that if the DPA selection function targets a certaiftwgare instruction (operation),

OR., where the fundamental hypothesis holds and during a spatock cycle,cy, of

a power curve, the attack will be hampered for successiveepowrve measurements if
OR corresponds to a different clock cycle; thereby increaieghumber of power curves

required wher®©R, is executed in the clock cycls.
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L OGICAL -LEVEL

PHYSICAL -LEVEL

POWER BIAS SPIKE

LoGICc STYLE Timing Effects Implementation | NAND transistor count | Memory Effects | Timing Effects | Peak (M) | Width (ng)
DIMS 1 Yes Standard Cell 46 Yes Yes 170 0.50
DIMS_2 No Standard Cell 72 Yes Yes 90 0.27
DIMS 3 No Standard Cell 56 Yes Yes 80 0.30
DIMS 4 No Full Custom 102 No No - -

SABL Yes Full Custom 16 No Yes 50 0.60

Table 3.1: Power-balancing countermeasures
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The countermeasure is weakened by the fact dummy instnsctiave just as character-
istic power variations as other instructions. However,ufany instructions cannot be
distinguished fronDR; using simple power analysis the countermeasure can sigmily

increase the number of measurements required for a sugtasisick at the cost of the
system throughput. Software power-balancing was alsogz@gby Daemen and Rijmen
in [52]. Here, software is coded in such a way that both tha dat its complement are

processed as instructions; the main drawback is the signt software overheads.

3.5.1.2 Variable Splitting

In [44] Goubin and Patarin studied how DPA attacks could leegmted by replacing sen-
sitive variablesy, with k variablesVsi; :::; Vi, and a functionf, whereV = f(Vq;::5; W)

and satis es two additional conditions:

1. Itis not possible to deduce information about the set aildes from any subset
of k 1values. In other words, the knowledgekof 1 variables does not give any

information abouV itself.

2. Transformations performed on the variables can be imghted without calculat-

ing the value oWV.

The authors demonstrated this approach using DES code wiesreeplaced each vari-
able byv, andv, and the functiorf (v1;v2) = V = vi Vv, where the XOR satis es both

conditions [44]. And also claimed that when each variablspiét into k variables the
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complexity of the implementation increasesO(k), while the complexity of the attack

increases exponentially with

3.5.1.3 Masking

Masking is a widely used software countermeasure [45, 4fgreby the message and
the key are masked at the beginning of sensitive instrustitrough it is only possible
if an algorithm can use masked input and successfully p@adoasked output. At the
end of the computation the masked ciphertext is convertéaetexpected ciphertext. To
mask a bytex, a maskm, is chosen and a functiorii, which takes both values as input
to calculate the masked outpuf{x:m) = xxorm In [48] Trichina et al, proposed an
optimised masking countermeasure for AES-128, while Mgese[53] proposed using
random masks. However, Coron and Goubin [54] proved thaapipeoach given in [53]

is not suf cient to prevent DPA.

3.5.2 Hardware Countermeasures

3.5.2.1 Power Randomisation

Daemen and Rijmen suggested another solution in [52], poaretomisation, as a de-
fense against power analysis, which uses a noise macro &thelpower variations
correlated to the secret key; thus reducing the signabtsenratio. However, Mangard

concluded in [50] that adding noise generating circuitsisegally quite costly.
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3.5.2.2 Random Process Interrupts

One of the rst hardware countermeasures suggested, useldmaprocess interrupts
to interrupt the encryption routine at random times to insandom and meaningless
operations. Hence, ensuring the times when critical omeraitare executed will vary
between power curves, consequently the power curves withisaligned. However,
Clavier et al. [46] showed that misaligned power curves damake the attack infeasible,
instead the power bias spikes are merely distributed ovenzber of cycles and can be

reconstructed.

3.5.2.3 Detached Power Supplies

Shamir [55] proposed decorrelating the external power ftbeninternal power by us-
ing detached power supplies. The technique uses two capmaei$ the power isolation
elements, during half the time the rst capacitor is regiylatharged by the external
power supply and the second capacitor is irregularly diggthby supplying power to the
smartcard; during the other half of the time, the roles oftthe capacitors is switched.
Messerges [56] pointed out that this is an easy to implemmhsanple technique, how-
ever it is impractical to use on a smartcard due to the xedetisions and packaging

restrictions of smartcards.
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3.6 Summary

This Chapter has presented a discussion of how power is stsin CMOS smartcards;
an introduction to the types of power analysis; a power moaiedl a discussion of the
existing power-balanced and alternative countermeasives power-balanced solutions
are proposed in later Chapters using full custom design aimdjstandard cell design.
Two extremities are explored: the minimum amount balanegiagle for commercial pur-

poses with minimum area and power demands keeping close tdaksical design ow,

versus rigorous power-balancing. Power-balancing has bleesen for the focus of this
work as in [10] Kocher suggested that the most effective p@amalysis countermeasure
is outright prevention. Other countermeasures endeaveadiace the signal-to-noise ra-
tio by maximising the noise aspect so as to camou age thedoshtal causes. It is
also the subject of the SCREEN project which funded thisare$eand the focus of the

collaboration with ATMEL Smartcards UK.
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Chapter 4

Power-balanced Standard Cell Logic:

AES-128 ASIC

4.1 Introduction

Susceptibility to power analysis arises due to inherent @wfects, which were anal-
ysed in Chapter 3, and where the main solutions to minimifermation leakage using
differential power-balancing were discussed. Unavoigdbé associated costs are in-
creases in area, power consumption and design economliax, wahich in uence the
viability of a given differential power-balancing coumagasure. This is very apparent
in a commercial environment when the aim is to meet regufadarartcard standards.
Moreover, the power-balancing solution which minimiseangial outlay and overheads,

yet helps a device to pass evaluation tests to meet suchestinhay be of higher value
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Figure 4.1: AES-128 ASIC

than others. Hence, it is not necessarily the solution vighdmallest power bias spikes
which is ultimately chosen. This paradox has formed the m@quart of the research
with a commercial emphasis into power-balancing with ATM&tartcards UK; and led
to the following research direction and remit: the impletation of differential power-
balancing using standard cells with minimal overheads dnrahge in design ow. The
outcome of which has been an ef cient differential logiclstgnd design approach used
in several proof-of-concept cryptoprocessor designs byIBL Smartcards UK, for our
own purposes the methods have been evaluated by the dediga@urity testing of a case
study AES-128 ASIC implementing a power-balanced stanceltd\ES-128 architecture

core and a normal version of the same AES-128 architecture.

This Chapter rstly presents a power-balanced standaildamgt style, which uses neg-

ative gate optimisations to achieve a minimal gate desightath xed states OQL1.

LATMEL designs are subject to con dentiality agreements.
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Apart from area savings using a minimised gate design nbtlkeeps power to a mini-
mum, while using standard cells ensures technology indpere. Next low algorithmic
complexity direct mapping software is described, whichrses a library of parts to con-
vert complete binary netlistdo netlists using the new logic style; the library consists
of extensive parts for interfacing, memory elements, teltyaand complex architecture
structure$. Both the software and library of parts were the subject afiD8okolov's
PhD thesis [88], hence to maintain the chain of discussieridindations of the software
are presented and the reader referred to reference [88¢, NMwbughout the Chapter the
logic style is referred to as dual-rail and the xed state aspacer for coherence with

references.

Next the architecture, design and security investigatidh® case study AES-128 ASIC
follows, shown in Figure 4.1, and documented and organistmthree sections. The
rst section discusses and reviews existing AES-128 hardvimplementations, which
were analysed in order to choose a suitable architecturerestfor the AES-128 ASIC,;

the second section presents the AES-128 architecture aighgdand the third section the
AES-128 ASIC and power analysis investigation. The ASICdased two functions and
the original reasoning for it, rstly to incrementally teahd improve the direct mapping
approach, and secondly to investigate the logic styleiomsil The ASIC bears a dual-rail
and a reference AES-128 architecture to enable compariBominvestigation explored

the ASIC's resistance to both simple power analysis anctfitial power analysis by

2A netlist could contain a variety of functional primitivesdstructures: logic, registers, synchronisa-
tion, multiplexing or feedback.

3A lot of the parts were developed as individual solutionssieveral of the designs for ATMEL Smart-
cards UK.
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trying to extract the secret key.

4.2 Power-balanced Standard Cell Logic

This section discusses a differential logic style tailai@dheet the criteria of using stan-
dard cells with minimal overheads and change in design oke full name coined for the
logic style is alternating spacer dual-rail logic aftertit® de ning switching character-
istics: cycling through both spacers ( xed-states) DD between codewords on adjacent
clock cycles and alternating the spacer between slicegyaf.|®eference [78] suggested
the rst dual-rail primitives using simple standard celkgs, which initially functioned as

a research starting point.

4.2.1 Alternating Spacer Logic

The concept of using a differential data representation@gid style for power-balancing
were introduced previously in Chapter 3, in summary, hetl-dail encodes the binary
values 1 and 0 as codeword&0} and {01} respectively on two wires, and returns to a
xed-state, a spacer, after a code-word cycle in a detesticifashion, which makes log-
ical transitions glitch free and monotonic giving a balahbamming weight for power-
balancing. Alternating spacer dual-rail uses both spaegesinstead of one (all-ones
{11} and all-zeroes {00}) and alternates between them, tisciple is illustrated in

Figure 4.2.
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all-zeroes spacer

all-ones spacer

Figure 4.2: Alternating spacers

For power-balancing this guarantees that both wires makmg dual-rail output always
switch within two clock cycles [88]. Also using both xed $&s, in turn, causes all gates
outputs to switch in every computation cycle and increasesystem complexity toNg,
where system complexity is the number of power curves fovargdata set. For example
an AES-128 8-bit S-box has 256 possible power curves usimgspacer, that is, one
for each possible input pattern cycling through: spboesdeword. Using two spacers
doubles the number of power curves in the attack, as theneegpower curve for each

spacer codeword.

A full switching cycle, shown in Figure 4.3 comprising the awphases of
spacer codeword, is governed by the primary clock as follows: lagin a codeword
state during the positive cycle of the clock and a spacee shating the negative cycle of
the clock; while the physical exchanging of spacers is imgeted by special registers,
which use a second clock derived from the primary clock at the frequency. In the
worst case an alternating spacer design might require & plegod twice as long as the

equivalent binary circuit (single-rail).

The logic to implement an alternating spacer dual-rail §&te normal binary gate and

4Extensive designs of registers, latches and interface logi be found in [88], the actual logic style
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Figure 4.3: Alternating spacer switching cycle
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Figure 4.4: Alternating spacer logic and negative logidrogation
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Figure 4.5: Construction of dual-rail circuits

its dual. For example, an alternating spacer dual-rail ANieds simply a pair of AND
and OR gates as shown in Figure 4.4(a). In CMOS a positiveigaigually constructed
out of a negative gate and an inverter. Use of positive gatest only a disadvantage
for the size of dual-rail circuit but also for the length oétbritical path. A design can be
taken one step further by employing negative gates, so iexample the dual-rail AND
would become a NAND and NOR with its outputs crossed; inegrsorresponds to wire
crossing. If an all-zeros spacer is applied to a slice of tiggates then the output will
be an all-ones spacer. The opposite is also true: an allspeeser is converted into an
all-zeros spacer. The polarity of signals within code warals be preserved by swapping
the output rails. Hence, this negative gate optimisatiarsea the spacer to alternate
between logic slices as well as on adjacent clock cycles asrsin Figure 4.4(b). The

optimisation successfully limited the area overhead to 88#be dual-rail AES-128 core.

Consider negative gate optimisation using a simple exarsptevn in Figure 4.5(a).

principles are presented here only.
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Firstly, a positive-logic dual-rail is built by replacingatgs by their dual-rail versions
as shown in Figure 4.5(b). Note, that the single-rail NANRtegA, is turned into an

AND gate and an inverter. The operation of inversion in dadlis implemented by rail

swapping and does not require any logic gates. Secondlypdhitive gates of the ob-

tained dual-rail circuit are replaced by correspondingatieg gates. The output rails of
each dual-rail gate are then swapped to preserve the gad@isignals in the output code
words as shown in Figure 4.5(b). A spacer polarity inversealso inserted to preserve
the same polarity the spacer on the input of the B gate, thesglaced at the wires that
connect slices of logic of the same polarity (odd-to-oddvareto-even). The solid lines
indicate the signals which use the all-zeroes spacer, adidtted lines indicate the wires

with the all-ones spacer.

4.2.2 Direct Mapping Conversion

To design circuits which use alternating spacer logic dineapping can be used. The
software tool, Verimap, takes as input a clocked singlenetiist from a hardware com-
piler, such as Synopsys DC, and converts the netlist intoltenmnating spacer netlist,
which can be simulated and passed to backend design tools.cdiversion process
replaces all gates and registers in the single-rail ndijistheir positive dual-rail coun-
terparts by sourcing parts from a reference library. Née,fositive dual-rail gates are
replaced by negative dual-rail gates and spacer polanriers inserted. From here, the
second clock network is created and interface circuitryooyilly added. Apart from gen-
erating netlists, the Verimap tool reports statistics far original and resultant circuits:
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the estimated area of combinational logic and registeesntimber of negative gates and
transistors, and the number of wires. A complete discussidime algorithms and library

of parts can be found in Danil Sokolov's PhD thesis [88].

The actual Verimap software requires a library of gate gyges and transformation rules
for the target technology, library.v and library.rls resipely. The names of the library
should be passed as the —rules and —include command-lirensptThe rst step is

building a positive-logic dual-rail circuit and obtainey thhe following command:

The —optimisation-level and —transformation-level optionean that no optimisations are
applied. The tool just duplicates all the wires and replategstances by corresponding
positive-logic dual-rail elements. The next step, negalogic optimisation, is executed

by the following command:

Note, the —optimisation-level option is modi ed to optiraifor negative gates.

4.3 AES-128 Hardware Implementations

This section discusses and reviews AES-128 hardware inguigations, which have been
analysed to choose a suitable architecture required fokBE® 128 ASIC. Cryptographic
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algorithms are renowned for being computationally demagdften requiring hundreds
of clock cycles to encrypt using symmetric algorithms, saslAES-128. Similarly public

key algorithms like RSA often need over a million clock cyl8oth facts are considered
nothing out of the norm, however system throughput becomé&®sportant design choice
when there is a continuous stream of information requirirgh ldata rates, thus con-
tinuous execution of cryptographic operations. Indudyivesing custom cryptographic
hardware accelerators or tailored IP becomes an ef ciedtaost effective alternative.
When the application is smartcards an optimisation of theedfarea ratio is required,
speci cally because smartcards have xed windows of timearti@ract with their host

environment, area constraints and vulnerabilities to-sltgnnel analysis.

Considerations for the system are datapath width, pipgliaind optimisations, which
the following subsections discuss. Optimisation methaatslie divided into two classes:
architectural optimisations and algorithmic optimisaoArchitectural optimisations ex-
ploit the strength of pipelining, loop unrolling and sulpgiining. Algorithmic optimisa-

tion exploits algorithmic strength inside each round unit.

A complete AES-128 system can be divided into three majdsp&ey Expansion, Con-
trol and Encryption/Decryption. The Key Expansion blocids keys, performs key ex-
pansion and generates the correct round keys using sigoatsthe Control block. A

generic Control block may take for instance a 'start’, 'igsenc' signals to generate all
the control signals for the system. An 'enc' signal is needéen the system performs
both decryption and encryption. The Encrypt/Decrypt blsaffiven round keys from the

Key Expansion block and encrypts or decrypts the plain-4exbrding to the AES-128

90



CHAPTER 4. POWER-BALANCED STANDARD CELL LOGIC: AES-128 ASI

algorithm.

4.3.1 Datapath Width

In a fully parallel AES-128 architecture the majority of theea and propagation de-

lay is dominated by the 16 S-boxes required for the operation on the

matrix. In this instance the 128-bit datapath width coroesfs to the number of 8-bit
operations performed in one clock cycle. Therefore whemtheber of paral-

lel operations is lowered the datapath width decreases andithieer of clock

cycles increases, which represents a trade-off betweendghput and circuit area.

Figure 4.6 illustrates the relationship between the dakteywalth, area and clock cycles
for differing AES-128 datapaths. Smaller datapaths cjgadult in a smaller architecture,
at the cost of extra control and registers to implement therdependencies between
rows and columns. For example, a 32 bit datapath could imgihém in four
clock cycles using columns of the  , but would require all the intermediate to
perform ( could be performed on each 32 bit word). Likewise,
if rows were used all the would be required for , often a multiply and

accumulate structure can be used in this case.

4.3.2 Encryption and Decryption

One of the essential questions when designing AES-128 lamedis whether or not the
inverse AES-128 process, decryption, is going to be supdofthe NIST AES-128 stan-
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dard de nes ve operation modes for AES:

* Electronic Codebook Mode (ECB): The message is dividea loddcks and each
block is encrypted separately. The disadvantage of thihodeis that identical

plaintext blocks are encrypted into identical ciphertdrtks.

Cipher Block Chaining Mode (CBC): In the cipher-block atiag (CBC) mode,
each block of plaintext is XORed with the previous ciphetrtawock before being
encrypted. This way, each ciphertext block is dependentlioplantext blocks
processed up to that point. Also, to make each message yraguaitialization

vector must be used in the rst block.

Cipher Feedback Mode (CFB): The cipher feedback (CFB) mad#ose relative

of CBC, makes a block cipher into a self-synchronizing stregpher.

Output Feedback Mode (OFB): The output feedback (OFB) modkes a block
cipher into a synchronous stream cipher: it generates teystblocks, which are

then XORed with the plaintext blocks to get the ciphertext.

Counter Mode (CTR): Like OFB, counter mode turns a blockeipinto a stream
cipher. It generates the next keystream block by encrymirggessive values of a

"counter".

Of these ve modes, only ECB and CBC require the inverse AR8-dperation for de-

cryption. All other modes use a stream of AES-128 encryptogenerate a pseudo-

random sequence that are used to encrypt the plain-textdddrgption process for these
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modes requires exactly the same pseudo-random sequehcedbaerated by using the
same stream of AES-128 encryption. Therefore, there are swstances where AES-128

decryption is not required.

4.3.3 Architectural Optimisations

4.3.3.1 Pipelining and Loop Unrolling

There are two main architectural optimisations which camjyglied to AES-128 to in-
crease the speed of encryption or decryption: registertiogeto cut the critical path
into stages and duplicating hardware. Register insertommonly known as pipelin-
ing, ensures combinational logic which would otherwise bevthnt is active by forming
pipeline stages from sandwiches of registers and logichéncbntext of AES-128, the
baseline pipeline uses a loop to consume one round iterafidme each clock
cycle, pictured in Figure 4.7(a). Similarly sub-pipeligiof AES-128 will form pipeline
stages from sandwiches of registers and logic however oreagnained scale: between
and inside each round as pictured in Figure 4.7(b). If eacimaaunit can be divided
into r stages with equal delay,karound sub-pipelined architecture can achiewanes
the speed of & round pipelined architecture with a slight increase of areased by
additional registers and control logic. Typically AES-1&8dif cult to balance as the
minimum clock period is decided by the layer of combinatidogic with the longest

delay i.e.

A loop unrolled AES-128 design can process one block of data elock cycle by du-
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plicating round logic, that is, to expand the iterated gtrces and connect the input and
output of adjacent rounds as shown in Figure 4.7(c). The afsaich an architecture
is proportional to the number of rounds in each loop and trdttwof the datapath, and
by using pipelining and sub-pipelining the throughput carirbproved as shown in Fig-

ure 4.7(d) and (e).

4.3.4 Algorithmic Optimisation

Speed and area trade-offs can also be made by exploitingiffiementation of the com-

ponents making up the round transformationslo optimisation can be performed on
and as no logic gates are needed for the former and only XOR

is needed for the latter. However, and the key expansion routine represent the

most area overhead and delay.

4.3.4.1 SubBytes

An AES-128 S-box results table contains 256 entries of &dittent, which intuitively
leads to high hardware resources since 16 duplicates ofatine $-box are needed to
perform on the 128-bit . The simplest implementation maps the results
table directly to look up table logic, Figure 4.8(a), for exale using a large Verilog case
statement forming all the 256 results. The other altereativto compute each result
directly using Galois Field mathematics as de ned in the AEXB speci cation [89]:

applying the multiplicative inverse followed by an af neatrsformation.

5The AES-128 speci cation discusses how to implement Mix@anhs ef ciently.
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Wolkerstorfer [30] took this a step further and proposedcanejue to formulate smaller
S-box implementations by expressing elements using comepesds [81] by calculat-
ing the multiplicative inverse using the nite el@GF(2% rather than inGF(28). Fig-
ure 4.8(b§ shows how the complete S-box can be designed uSiR(R*) operations:
the input byteGF(28) is mapped to two elements &F(2* and inverse mapped to one
element inGF(28), then the af ne transformation performed; correspondingimple
XOR operations. Although the composite eld implementataf the S-box is very area
ef cient [30] it suffers from a long critical path. To overote this drawback, a two stage
pipeline can be used as shown in Figure 4.8(c) which breaksritical path in half by
using three 4 bit registers. If decryption is required®fg(2%) inverse logic can be reused
giving very ef cient S-boxes as a look-up table method waduire separate Sboxes for
encryption and decryption. The synthesis tool can also lségulifor speed or for area,
giving a variety of design points, i.e. the area goes up ifsyr@hesis tool is pushed for

speed.

4.3.4.2 Key Schedule

Round keys can either be generated beforehand and storezhiom or generated on the
y by a concurrently executing datapath that computes the reund key during the time

the actual datapath completes computing the current ABS-dind. The former case is
suitable for applications which do not change keys conbtamd can afford large area

of on-chip memory; round keys are read from memory by appagpraddress. While

5The constant multiplication, x ¢, depends on the polynosriabsen to construct the sub elds, in [30]
itis 2.
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Figure 4.8: S-box architectures
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applications which need to change keys frequently, expayiiys on the y is preferred.
Generating round keys on the y [89] eliminates the requiestnfor key storage, but
brings an overhead for decryption since decryption can begyn after the last round key

is generated.

4.4 AES-128 Architecture

This section presents the AES-128 architecture and desgphin the case study AES-128
ASIC. There have been many reported architectures of ABS-I&ble 4.1 summarises
the properties of the key ASIC implementations. The desig82] shares major datapath
components between encryption and decryption in addiboBubBytes and its inverse
being performed using shared composite eld S-boxes. Tisgyds reported in [84, 83,

85, 86, 87] are high-speed designs and capable of deliveenghigh throughput using

pipelining and loop unrolling at the cost of area overheadsrtcards work at relatively
low clock speeds around 4MHz and require a relatively snaadtgrint, even more so

if power-balancing methods are used to enhance the secuibyf these approaches
require large 128 bit data buses to be distributed and signit amounts of selection
circuitry, all of which are challenging tasks in back-endide. Furthermore, when look-

up tables are employed this creates very high demands oarmpéat and routing.

Conversely, the design presented in [27] utilises a 32 hdmth and yields a very low

gate count while maintaining a reasonable throughput via:

» Using shared composite eld S-boxes.
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* Implementing the architecture to resemble the

* Reusing datapath components.

» Keeping combinational paths short to allow a tight place aoute.

Taking into account the fact the resultant AES-128 architecwill be converted to alter-
nating spacer logic the architecture's properties strikaitable balance for the Verimap
tool. The AES-128 architecture was chosen to resemble #sigd, the resultant single-
rail implementation required 10372 gates and the dualkeagion 19510 which is a 88%
overhead. The architecture is taken directly from [27], ramintations have been applied
or novelty added to it by the author, except a simple contnitlto coordinate operations
which is not detailed in depth in [27] and an alternative iempéntation of MixColumns
according to the AES speci cation as [27] references a papiten in Austrian for their
MixColumns implementation. The contribution is its implentation in synthesisable

Verilog, the subsequent iterative design ow to the layavidl and testing of Verimap.

The architecture is shown in Figure 4.9(a) and consistseofdtiowing modules:

» Data unit, which stores the current  and performs all of the round transforma-

tions and is composed of 16 data-cells and 4 S-boxes.

» Key unit, which generates the round keys on the y and shtdregour S-boxes in

the data unit to save area.

 Control unit, which generates the control signals to adlyecoordinate an encryp-

tion or decryption using a simple nite state machine.
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DESIGNERS um | GB/s GATES (K) ENC/DEC | KEY EXPANSION | DATAWIDTH (bits)
Lu et al.[82] 0.25| 0.61 32 both Ony 128
Verbauwhede et al.[83] 0.18 | 1.60 173 Enc Ony 128
Kim et al.[84] 0.18| 1.64 | 30+RAM+ROM both Stored 128
Su et al.[85] 0.25| 2.97 63+RAM both Stored 128
Gurkaynak et al.[86] | 0.25| 2.12 119 both Ony 128
Ichikawa et al.[87] | 0.35| 1.95 612 both Stored 128
Mangard et al.[27] 0.6 | 0.241 16 both Ony 32

Table 4.1: AES-128 ASIC implementations
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Figure 4.9: AES-128 core architecture

SIGNAL | FUNCTION

key in 128 bit key bus

data_in | 32 bit bus to transfer in plaintext
data_out| 32 bit bus to transfer out ciphertext

start Initiates an encryption
clock Clock signal
reset Resets the core

Table 4.2: Interface signals

4.4.1 Interface

The core uses a simple interface which delivers the 128 lpitkel plaintext data to the
core and summarised in Table 4.2 Aftesetthestart signal is applied to enable the core
to begin encryption with the initial key and rst 32 bit bloak data, on the following

three clock cycles the other three blocks are applied assimowigure 4.10.
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Figure 4.10: Interface timing

SIGNAL USE
keyGen Activates the Key unit
cntriDataCells[2:0] Switches between the data cell functions
selectSbox Switches the Sboxes between the Key unit and Data unit.
nextkey Requests the next round key from the Key unit
selectBarShft[1:0] Switches the barrel shifters

Table 4.3: Control signals

4.4.2 Control Unit

The control unit receives the interface signals and pravigleontrol signals, listed in
Table 4.3, to the data unit and key unit to correctly coorthraand execute an encryption,
and formed by a simple nite state machine which starts afteresetandstart signals
are applied. A counter increments on each clock cycle duhiagncryption whose value
is decoded by a decoder sub-block implementing a largeddecése statement to set the

control signals.

4.4.3 Data Unit

This is the largest part of the architecture and correspaodbe AES-128 state (4
by 4 byte matrix) via the 16 data-cells, shown in Figure 4.1ts. purpose is to store
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the intermediate and perform all the AES-128 round transformations ( ,
: and ), using the round key provided by the key

unit for

The data cells are central to the AES-128 architecture, igtally distributed across

it to represent the entire matrix while exercising three functions, as storage ele-
ments and to perform the and transformations. Each data cell
houses:

 Eight ip- ops, to store one byte of the intermediate

* A multiplier, which computes one byte of the transfor-
mation using four byte wide inputs, namely the values stareéde other data cells

in the same column and its own value, according to the AESsp28i cation [89].

» Eight XOR gates, to perform the transformation fed by the multiplier
as follows in the last clock cycle of a normal round.

Only the XOR gates are used in the last clock cycle of the oald.

* Input selection multiplexers, to allow vertical shiftitimplement and

and horizontal shifting to load the plaintext and unloaddiphertext.

» Multiplexers to switch between the above functions.

In order to perform an encryption, the rst three columns lafiptext are loaded by shift-
ing from the right into the data cells, taking three clockeeTnitial is per-
formed at the same time as the last column is shifted in onaihettf clock. To compute a
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normal AES-128 round the is vertically shifted to perform row by row
using pipelined S-boxes. In the rst clock cycle, after loayl the transforma-
tion starts for row 3 and the result is stored in row zero tvaxks later. The
transformation is applied between row zero and row one usangel shifters, hence the
and transformation can be applied to all 16 bytes of the statbiwit
5 clocks. As mentioned there are, in principle, two ways tplament an S-box in hard-
ware. For this architecture the presented composite gbelped S-box as described in
[27] is used. In the sixth clock cycle of a normal AES-128 rduhe and
the transformations are performed by all data cells in paral@&hce the
S-boxes are not used by the data unit in the sixth clock thaybeautilised by the key
unit. In order compute the nal round of an encryption the transformation is
omitted by the data cells in this clock cycle. After a comglencryption, 64 clocks, the

result is shifted out column by column to the left.

4.4.4 Key Unit

The key unit implements the AES-128 key expansion functiogenerate RoundKey 1
through to RoundKey 10 from RoundKey i in two clock cyclagedo the pipelined
S-boxes. While the and transformations are executed, the S-
boxes of the data unit are free to be reused by the key unit. blduk diagram of the
key unit is shown in the Figure 4.12. The previous key's wadsstored in the registers
which pass to the S-boxes after rotation, the result is th@R&d with rcon. Multiplexers
are used on the inputs to allow the initial key through in thst round, while on every
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Figure 4.11: Data-unit

other round the key feeds back to the registers.

4.5 Case Study: AES-128 ASIC

A reference, original AES-128 cqarémplementing the AES-128 architecture was de-
signed and included on the ASIC as well as a dual-rail AES€1i28 in order to compare
the power-balanced design to an insecure design (an wdedaident design was also
included for economic reasons). The reference design stsnsi a pure implementation
of the architecture, while the dual-rail AES-128 core, igmpknting alternating spacer
dual-rail logic, was generated by the Verimap software ftbmoriginal AES-128 core
netlist. Both designs were constructed from cells in the ABSnm 4 layer process
(C35B4) cell library and the original AES-128 core was swysibed from a Verilog de-
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Figure 4.12: Key Unit

scription of the architecture using Synopsys DC optimisgdafea, the resultant netlist
was then passed to the Verimap software. The Verilog hieyascshown in Figure 4.14.
A exible wrapper interface allows each block to be activhésd experimented with sep-
arately while the other block sleeps. It was designed to gszmuch inner visibility and
control as possible to attack the cores, whereas an atttangting commercial smart-
cards would be restricted to a 1-3 pin serial interface. Tduklannotated versions of the
two cores were simulated using Verilog XL and Simvision athestage of development
and veri ed against the the standard AES-128 testbench AH#-128 ASIC oorplan is

shown in Figure 4.13(a) and the chip in (b).
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Single-rail core

Dual-rail core

| P———— . 0 R P B E——

(@) (b)
Figure 4.13: AES-128 ASIC

A traditional back-end design ow lacks a sense of hierarcAly components of the
netlist are treated equally. In a hierarchical design oe tlesign is partitioned into a
hierarchy of sub-designs (macro blocks) and a global campised for the entire system,
which allows each sub-design to be routed separately. Hégttimg parts of the ASIC
to be redesigned without affecting the remaining parts efdhip. Such a hierarchical
design ow was used for this ASIC. At the top level of the hietay the designs are
instantiated with the interface logic and 1O cells. Each-dabign was laid out and an
abstract generated for inclusion in the nal layout by SiicEnsemble. A number of
dummy runs were performed to get the most compact measutsifioenhe row spacing
and to minimise congestion. The design was streamed out odriel DEF les and
veri ed in Diva for design rule errors and LVS errors befoteesming out to GDSII for

submission to Europractice/IMEC. A total of 10 packaged gaswere received from
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AES_ca.v
/ I
key gen.v cntrl_unit.v data_unit.v

S-box_0O.vjeee®| S-box_3.v data_cell_00.vy® ® ®| data_cell_33.v|

Figure 4.14: Verilog hierarchy

manufacturing all of which functioned correctly. The reflece AES-128 architecture
required 10372 gates and the dual-rail version 19510 gatesh is a 88% overhead. The
use of negative gate optimisation successful reduced #desad to less than 100% at the
logical level in terms of gate count. However, the actualisaiion of the dual-rail macro
block in the ASIC required moderate spacing between rowstaltiee sheer amount of
wiring to route the block without errors. The resultant stfehe dual-rail block was
2.25mn? and the single-rail block 0.98n7; this equates to a physical 130% overhead.
More modern processes are capable of 6 layers or more ohgpatid where the gate
count saving will transfer to the physical level also. Astte ASIC has successfully
demonstrated the Verimap design ow, thus meeting the refmitower-balancing using
standard cells with minimal overheads and change in design The effectiveness of

the solution to power analysis is assessed in the next sectio

4.5.1 Power Analysis Investigation

The nature of CMOS logic, as shown previously, allows dédféral power analysis [10,
29] to reveal secret keys, whereas simple power analysks 4eewvork out operations
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by directly observing a device operating. The DPA attackseimoto attack the AES-
128 ASIC targets bit zero of the 8-bit S-boxes in the rst AE38 round after the initial
operation; the S-boxes are a direct function of the initsiiK and plaintext
P. Of course the same attack could be implemented for any afubsequent AES-128
rounds to crack one of the sub-keys derived from the ini&gl kvhich could then be used
to trace back and crack the initial key. This would be des&rdlattacking the initial key
was not a feasible starting point for some reason, for exanthle to lack of knowledge

about an algorithm'’s implementation or mis-aligning powerves.

Each individual S-box is a function of one byte Iifand one byte oP via an XOR,

which means there are 256 possible key hypotheses for amx,Sand to reconstruct
the complete secret key the attack must be repeated 16 tirhesattack is launched by
creating a set dl power curve measurements for a séilddnown plaintexts and the same
secret key during the rst round of AES, where thth power curve is computed using
thenth plaintext. The set is then split into two subsets where thgetad bit evaluated to

1 and 0 according to the selection function and key hypoghesi

A= fsubBytegkey plaintext) jD()= 0Og

B = fsubBytegkey plaintext) jD()= 19
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where r= 0to15

The average is then taken of the two subsets and subtractdddim a differential trace

for the key hypothesis. This is repeated for each 256 paskéy hypothesis, thus giving
256 differential traces. These are then superimposed &aléve key, whose differential
trace will have the strongest peaks. Therefore if the pdairtbytes are known and a key
byte hypothesis is correct then an S-box’s bit zero outpntieapredicted correctly. The
procedure is then repeated for each key byte. The AES-128tecture features 4 S-
boxes which are reused during vertical shifting, hence tiveep curves from one attack
can be reused to crack 4 key bytes. The initial and rst round all together

take 7 clock cycles.

The chip's power consumption was measured across3Nas2dnpling resistor in line with
the device's ground and the power supply ground to genersignal proportional to the
chips current and power consumption, and a 6 GHz Agilentloscope with active dif-
ferential probes was used to measure the voltage variagicnoss the sampling resistor.
The chip interfaces to an Altera 10K70 FPGA board operatir@h®&Hz, which supplies
the key, clock, control signals and plaintext to the chijg; BPGA ground is connected to
the power supply ground to form a common ground. The FPGA¢rig/the oscilloscope
to make a data acquisition, which corresponds to a poweeairthe cycle being anal-
ysed, here round one; no inputs change after the data andakeybleen loaded. For each

acquisition the oscilloscope creates a CSV le for laterqassing. For our experiments

111



CHAPTER 4. POWER-BALANCED STANDARD CELL LOGIC: AES-128 ASI

Current

current

Figure 4.15: Original AES-128 core

the chip was operated at 6 MHz to mimic a clock speed similanitbrange smartcards;
and the oscilloscope sampling is set to 2 GHz to mimic redderteardware available to
attackers. After data acquisition Matlab was used to ptes CSV les and form the

key hypotheses differential traces.

Figure 4.15 and Figure 4.16 show encryption and zoomed irepowrves for both AES-
128 cores. The original AES-128 core shows data-dependegigtions from cycle to
cycle, which illustrates rst hand the power-to-key dependy and the physical extent
of information leakage present in designs without addedr#gdeatures. Furthermore,
how easily a simple power analysis attack can be mounted. llfefigryption clearly
reveals where an encryption starts and ends; this is eakaritirmation to an attacker
who needs to synchronise his attack and choose a vulnerableaycle. Contrastingly,
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Figure 4.16: Dual-rail AES-128 core

the alternating spacer dual-rail core exhibits a balan@®eep signature, which removes
the visible data-dependency the original AES-128 corelstdd. The start and end of the
encryption are masked as the core is always independeteginating between spacers

and codewords.

The minimum number of measurements needed on average tarstireveal, therefore
crack, a key byte in the original AES-128 core is 10000 and®0Gor the dual-rail AES-
128 core. Figure 4.17(a) shows all the possible key hypethddferential traces for key
byte zero constructed using 10000 power curves for thealnftddRoundkey and rst
round (7 clock cycles). The correct key hypothesis has agtpeak and and amplitufe
of 1.390nA The dual-rail AES-128 core on the other hand reduces théitaip of the
correct key trace. Figure 4.17(b) shows all the possiblé&dyehypotheses using 400'000

power curves, where the correct trace power bias spike hasmgtitude of 0.62MhA

’The differential traces have been scaled to take into ad¢bar20N sampling resistor.
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This represents a forty-fold increase in the number of paweves required to reveal the
subkey and a 44.60% reduction in the power bias spike. Thdéewkey for each of the

cores was able to be reconstructed by repeating the samedomec

Since the dual-rail AES-128 core alternates between spaaqvower curve can repre-
sent a code-word cycle following either spacer cycle depgndn the timing of reset.

Experimentation showed, in general, that when the resetraradom or when the core
encrypted continually without reset the number of powervesmeeded to crack a key
byte was the same. However, if the overall set of measure@powves was statistically
biased towards a particular spacer more than the other thbenof power curves needed

decreased slightly.

This particular attack targeted the S-box outputs, whicé wuthe nature of the archi-
tecture have very long bus wires stretching to the key expansit and to the rst row
of data-cells; this potentially introduces a large imbakabetween the wires forming a
dual-rail pair. A less hierarchical architecture wouldueed the wire imbalance or dif-
ferential routing. The security of the designs may be ineedaurther by balancing the
bus capacitance's of the two wires forming a dual-rail paitha expense of a larger area
increase and power consumption. Experiments have shovapfireach of Bouesse et al
in [67] who used an iterative design to balanced pairs byectilig parasitic information
after every routing to work in practice. Retrospectivelyiffedent architecture and a best
effort design approach for routing may have given a greaerease in security. How-
ever, even without routing constraints or iterative laymuting was problematic during

the layout phase of the ASIC. This is mainly due to the facttéodnology process was
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(a) Original AES-128 core

(b) Dual-rail AES-128 core

Figure 4.17: Key hypotheses differential traces
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only four layers and having twice as much routing in the dadleore created a lot of

routing congestion.

Unavoidably the associated costs with power-balancingnareases in area, power con-
sumption and design economics, all of which in uence théility of a given differential
power-balancing countermeasure. This is very apparentdonamercial environment
when the aim is to meet regulatory smartcard standards. d¢estudy ASIC has sought
to balance overheads and the need for power-balancinggbessts are kept to a min-
imum through the design ow using the Verimap software toeh binary netlists to
alternating spacer logic. The logic style itself minimisles gate count overhead, in the

ASIC the overhead was only 88% yet giving a measured forty fadrease in security.

4.6 Summary

This Chapter has presented a differential power-balarteedlard cell logic style, namely
alternating spacer logic, suitable for commercial purgpee Verimap software is openly
available and discussed extensively in [88]. The last segiresented the results of con-
ducting power analysis on a AES-128 ASIC. The crypto-pregesmplemented a low
overhead implementation of AES-128, requiring only 10,8a&s and the dual-rail ver-
sion 19,510, an increase of 88%. While the power analysilatyields a forty fold
increase in the number of power curve measurements requoirg@ck a smartcards se-

cret key, which successfully reduces the power-to-key deépecy.
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Chapter 5

Power-balanced Custom Cell Logic:

AES-128 S-box ASIC

5.1 Introduction

The last Chapter demonstrated a minimised standard celicolfor differential power-
balancing that sought to minimise overheads, which wasemphted on a case study
AES-128 ASIC,; the results showed an increase in securityinvthe original remit. The
next research direction has been to explore and attemptpooira security further us-
ing custom design, by implementing as much logical powéaiang as possible in a
power-balanced cell library using a UMC 0.18um processlabks to Europractice in-
stitutions. This research direction has also been motiviayethe need for designers to

implement certain logic modules in a secure logic style merously power-balanced
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than standard cells, however, without the overhead of implging a complete design in
such a manner. Therefore the designer can replace datagatirg, which may be seen

as insecure, with securer custom gates.

Using custom design has allowed the advantages of the @atuéinalysed in Chapter 3
to be used to generate a new dynamic differential logic styi@ing a cell library. Two
precharge mechanisms have been used, clocking and selfgogéng, as dynamic logic
publications often refer to precharging issues, also clgldkhing is a known way to
manipulate a smartcard design; the effect is intuitivelygmad if the clock is going to

every gate.

To formerly test the cell library a second case study ASIC lheesn designed, which
implements foursubBytegkey plaintexf) functions; two are benchmark comparison
cores using single-rail and standard cell alternating espdual-rail logic, and the other
two use cells clocked precharge and self-precharging @@lta the library. The last
ASIC revealed bus routing as a source of leakage, no speased are implemented in
this ASIC; however, an estimation approach has been takenteymediary cell routing
after trying existing routing techniques without successesulting in an ASIC layout

full of design rule errors.

The Chapter rstly presents and discusses the custom bedlrly and its design ow using
the Verimap software. Next the architecture, design andrggdnvestigation of the AES-
128 S-box ASIC is presented. The investigation exploredABEC's resistance to both

simple power analysis and differential power analysis g to extract the secret key.
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5.2 Power-balanced Custom Logic

The instantaneous power model in Chapter 3 highlighteddéal iproperties required to
achieve data-independent power consumption, by ensuoingjstent timing and switch-
ing events from cycle to cycle and simulated the existingtsmhs to estimate their secu-
rity. Since custom design is being used to implement a custdhlibrary the possibility
exists to achieve a atter differential trace, by designmith regard to the instantaneous
power model. To achieve this memory effects, unbalanceaspansymmetric topology
and timing effects need to be prevented. Only DIMS_4 aclievat differential trace at
the cost of severe power and area overheads. This logicletglbeen combined with the
bene ts and properties of the other methods to generate proved dynamic differential
logic style forming the cell library in a UMC 0.18um proce3se following sub-sections
introduce the custom cell library, new logic style, predirag mechanisms and its design

Oow.

5.2.1 Gate construction

An alternating spacer dual-rail is constructed by impletmgnthe corresponding differ-
ential logic equations using standard cell binary gated,ifhthey implement the equation

minterms. For example, the dual-rail XOR logic functionsrided from Table 5.1, are
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a13g | bibo | Q1Qo
01 01 01
01 10 10
10 01 10
10 10 01

Table 5.1: Dual-rail XOR function

shown in Equations 5.1 and 5.2.

ap bo+ar by (5.1)

Q1

ap b1+ a; bo (5.2)

Qo

Each equation is composed of two AND operations and an ORatiper(in a XOR using
DIMS_4 the AND is replaced by a Muller-C element) during aeaabrd cycle one of

the AND minterms computes true and an output is generated.

In regular CMOS an AND gate has two N-type transistors ineseand an OR gate two
N-type transistors in parallel, and the opposite constuacin their respective P-type
stacks. In dynamic logic the P-type stack functions solslg @recharge mechanism and
the N-type stack implements the logical function; an addii foot N-type transistor is
also included to prevent short circuit effects and an irareid required on outputs. A
one-to-one mapping of the equations from CMOS to dynamichaguld prevent output
timing effects as precharging dynamic logic switches monizally, however, it would

still allow memory effects and timing effects on internabies.

The latter aspects are addressed by precisely orderingsispuegardless of the arrival
sequence of the inputs the same timing and switching events on every computation;
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Figure 5.1: XOR gate
121



CHAPTER 5. POWER-BALANCED CUSTOM CELL LOGIC: AES-128 S-BOXSIC

and adding extra transistors which precharge internal :¢alelear any residual para-
sitics' from the previous computation. A complete custom dualX&@R is shown in

Figure 5.1, assuming the gate has precharged, simple altiserveri es:

1. An output is always a function of all inputs as both inpuaséto present for an
output to be generated, in this sense the AND gates funcsisgrachronisation and

the OR gates as the computation.

2. The same number of nodes discharge each time to form antoepardless of

input arrival sequence.

The rail equations for other differential functions, ANDda@OR, are not naturally sym-
metric as such dummy n-types have to be added to maintainaihede as in DIMS 4.
Figure 5.2 and Figure 5.3 show the OR and AND functions raspdyg; inversion simply

corresponds to rail swapping. Note, the gates could be rdmgérm complex gates,
however the gate constructions have been presented hdreyawére implemented for
the purposes for the case study chip. That is, in the saméefasls DIMS_4 and for

compatibility with the process's standard cells.

5.2.2 Precharging

Precharging acts as the xed-state state (spacer) betwa®putation cycles, often its

implemented using the clock signal, which turns off the ftransistor and switches

1This also eliminates charge sharing effects.
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Figure 5.2: OR gate
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Figure 5.3: AND gate
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Figure 5.4: Self precharge mechanism

on the the P-type transistors to charge the outputs. Theréiffial custom cells, Fig-
ures 5.1, 5.2 and 5.3, can work according to the same prendiphe precharge is con-
nected to an appropriate buffered clock signal network. ddea power-balanced mod-
ule or block of combinational logic, for instance an AES-12®o0x, can be constructed
from the gates and a design's clock signal used to prechbegegic. Alternatively, self
precharging can be used to give autonomous logic moduleshvid desirable for the

following reasons:

» Dynamic logic is known for precharging issues such as cloeH, distribution and

buffering.

» Clock glitching is a known way to manipulate a Smartcardgteswhich is intu-
itively magni ed if the clock is going to every gate.
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In this scenario the interface has to simply provide an eibg input and codewords to a
block of logic, and the self-precharge mechanism addedetgaltes or design. Figure 5.4
shows a suitable self-precharge mechanism for each difiateustom gate, which con-
sists of a two static power-balanced NOR gates and an ingekliuller-C element. The
special nature of Muller-C elements was mentioned in Chidtihat is, when two inputs
are opposite in binary value the existing output is mairgdiatherwise the value on the

inputs is passed to the output.

The circuit works as follows, when both inputs have an atbgzgresent the NOR's cause
the inverting Muller-C to output a binary zero to prechaige ¢ircuit. When both inputs
are code-words the reverse occurs and the gate can evalllsite procedure cascades
though the logic generating all the outputs and adds twasiian times to the cycle
time. The Muller-C is not a function of the data, thereforelyahe NOR gates need to
be balanced, where extra transistors have been added tetyipe gtacks to implement
symmetry. This self-precharge construction was chosestly ras the research group's
expertise is in clockless design, as such the method is wedkrstood and proven to be
robust; and secondly it gives the library the basis for feitmork to support fully clockless

designs.

5.2.3 Cell Layout

It was found during the security evaluation of the AES-128@%at long differential

wires (buses) leaked information. Actual differential ting is known to be a problem

126



CHAPTER 5. POWER-BALANCED CUSTOM CELL LOGIC: AES-128 S-BOXSIC

with unsatisfactory solutions, indeed, subsequent expnis after the design of the AES-
128 ASIC could not replicate cited techniques for intermagglrouting (routing between
adjacent or nearby cells) effectively and ef ciently witltoviolating design rules and
resulting in impractical area increases. During these rax@ats it was noted that inter-
mediate routing using normal place and route exhibited larizzes of typically less than
8% between the wires forming a differential pair, and bugingucould be addressed by
using a more structured placement strategy by partitiotiiedayout into logic islands
corresponding to the modules in the netlist, and either miyntouting the differential
pairs forming a bus or guiding the router. Therefore for tbe/@r-balanced cell library a
similar incremental best effort approach to intermediatging has been taken and rec-

ommended for design using the library.

To create a complete power-balanced custom cell librargishylayouts are required for
automated place and route of a design, also known as backsighd A physical library

is formed from cells with equal cell heights, regular celbtihis, uniform pin placement
and horizontal channels for power and ground rails, whitdwal cells to be placed adja-
cently on rows and facilitates regular paths for intercatigeid routing. The custom cell
library uses a six metal layer UMC 0.18um CMOS process wherédp layer is reserved
for thick metal. The process comes in two separate design &itligital and 10 library

(VST) and full custom library (GII). However, both can be daimed on the same IC
with careful design and simulation ows. Our agreement vitlropractice restricts the

end-user to reduced VST layout views containing enoughiimédion for place and route

2Silicon Ensemble by nature implements a design with hiésaie one large block unless otherwise
speci ed.
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(in a Cadence ow known as abstracts). The VST manufactuging is set to 0.01um
and the cell height 5.04um, with the power rail overlappimgboundary top and bottom
by 0.6um and into the boundary by 0.6um thus making a powerdraum in height;
our cells have been designed similarly to allow the scer@riixing the two cell types.
Since information about the VST NPLUS, PPLUS, NWELL and eshtimensions were
unavailable from Europractice, sensible dimensions weterchined after trial place and
route runs and advice from Europractice. Well contacts vpdgieed along the rails to
ensure signal integrity, prevent latchup and extendedfaugh so that adjacent cells can
abut without causing design rule errors. Figure 5.5 showsnapty template cell layout

with measurements agreed on with Europractice.

For the cell layouts all transistor lengths were kept to theimum allowed by the tech-
nology, which is 0.18um. In general, in a CMOS process thgydes sets a ratio of p-to-n
widths (assuming the same lengths) so that the switchirgghtimid is halfway between
VDD and ground. Since hole mobility is less than electron ititgbthe PMOS transistor
is typically larger than the NMOS transistor. Since the ¢ogfiyle is dynamic the NMOS
size was set to the default minimum 0.24um and the pull-up BNt.48urd simply to
minimise area and provided suf cient switching speed dgisimulations for a fan-out of
four and veri ed with Europractice. All the cell layouts asbown Figure 5.6 and laid out

to be as symmetric as possible yet still area ef cient.

Place and route requires reduced views of layouts contadimension, pin and blockage

information. This is communicated to the layout tool, SihdEnsemble, using a LEF le;

3The structures are simple enough that the transistor dimesnisan be modi ed to meet speci ¢ pa-
rameters without major redesign of the library.
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0.24um
0.24um] N | 0.13um
\ 0.24um / 0.30um
. NWELL | |
- NPLUS \ | 11 0.24um
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VDD
3.50um
2.54um
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NPLUS
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. - GND 1.80um
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Figure 5.5: Cell layout
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Y and! U and!

(a) 2-input AND (b) 2-input OR

(c) 3-input OR (d) Precharge 2-input NOR

(e) Precharge Muller-C

Figure 5.6: Cell layouts
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MACRO mullerC
CLASS CORE;
FOREIGN mullerC 00 ;
ORIGIN 0.00 0.00;
SIZE 3.84 BY 5.04 ;
SYMMETRY XY ;
SITE core ;

PIN Q

DIRECTION OUTPUT ;
PORT

LAYER ME1 ;

RECT 2.511.102.911.50;
RECT 1.132.16 2.76 2.40;
RECT 2.52 1.10 2.76 2.40 ;
RECT 1.292.96 1.73 3.36 ;
RECT 1.131.991.73 2.59;
RECT 1.341.99 1.58 3.36 ;

END
END Q

PIN A

DIRECTION INPUT ;
PORT

LAYER ME1;

RECT 2.57 3.253.17 3.85;

END
END A

PIN vdd!

DIRECTION INOUT ;

USE POWER;

SHAPE ABUTMENT ;
PORT

LAYER ME1 ;

RECT 0.00 4.44 3.84 5.64 ;
RECT 1.29 4.40 1.73 5.64 ;
END

END vdd!

OBS

LAYER ME1;

RECT 1.24 3.67 1.78 4.07
RECT 1.29 3.67 1.73 4.08 ;
RECT 0.93 1.20 2.05 1.44
RECT 0.931.101.331.50;
RECT 1.651.102.051.50;
END

END mullerC

Figure 5.7: Example Muller-C LEF le description

as an example the generated Muller-C LEF and abstract isrsbelow in Figures 5.7
and 5.8. The abstract and LEF description for a whole libcany be generated in one
pass using Cadence's Abstract Generator software. Sikt@@mble also as a minimum
requires a technology header le and the verilog netlistiinfe. In this instance the VST

library header le can be reused on the advice of Europractic

5.2.4 Design Construction

To design logic modules using the custom cells direct mappen be used. In this
instance Verimap takes as input a combinational singlezediist from a hardware com-
piler, such as Synopsys DC, and converts the netlist int@kmiii netlist, however, with a

slight change at the underlying level. The fact dual-raiegastance declarations replace
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———ll

Figure 5.8: Example Muller-C abstract view

single-rail gate instance declarations can be taken adgardf by placing the custom cell
declarations inside the dual-rail gate module. In the cafieesself precharging this logic
is simply placed inside also, whereas in the case of clockecharging a clock wire has

to added to each instance declaration.

Alternatively, front-end design can be accomplished usiclgematic capture within Ca-
dence using the Virtuoso tool, and simulation at the traosisvel using $ICE (a fast
SpicE simulator should be used for large designs). Note, analsgualation is per-
formed by switching to the analogue environment, for the UNKCary the model li-
braries need to be then loaded which contain the transistdets. All cells have transis-
tor schematics and symbol views in Cadence, the transigar vas been used initially
in simulation to verify the functionality and electrical atacteristics of the cell. In our

case all simulations were performed using Ultrasim.
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Clked Sbox

Interface

Self-precharging

Sbox Other
Shoxes

———| ——|

| |

(a) (b)

Figure 5.9: AES-128 S-box ASIC oorplan and package

For layout, if starting from a schematic this has to be steghout of DFII, otherwise the
output from the Verimap software can be used directly and meto Silicon Ensemble
along with LEF les and UMC con guration les. The design cahen streamed out
and imported back into DFII for DRC checking and an extrasted can be created for
post layout simulation and LVS. If the design is to used irheiglevel design an abstract

should be created with a blank Verilog port description i tigher level design.
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5.3 Case Study: AES-128 S-box ASIC

An AES-128 S-box ASIC has been fabricated as a case study aad f concept
for the cell library, which implements fousubBytefkey plaintexf) functions; two
are reference cores using single-rail and standard celinating spacer dual-rail logic,
and the other two implement custom differential logic, ttstclocked precharge and
self precharging cores. The original AES-128 ASSGbByte&key plaintexf func-
tion was re-synthesised from a Verilog description of theaposite eld S-box with the
pipeline removed using Synopsys DC. The single-rail refeeedesign consists of a syn-
thesis implementation cfubBytegkey plaintexi), while the alternating spacer, clocked
precharge and self-precharging cores were generated th&inggrimap software, all the
cores were constructed using UMC 0.18um libraries. Thescarere simulated using
Verilog XL and Simvision at each stage of development. Sirhilto the last chip, a
exible wrapper interface allows each block to be activaded experimented with sepa-
rately using simple multiplexing logic. The top level of raechy instantiates each S-box
core with the interface logic and IO cells, while each cores\ad out and an abstract

generated for inclusion in the nal layout by Silicon Ensdmb

To gain a measure for the impact of routing on the differéiges the parasitics of
each power-balanced core was extracted to a le and proddssend the maximum

imbalance between differential pairs. The worst case miffee in parasitics was only
8% and typically around 2% and 3%, this can be explained assce relatively small

without buses and the placement tool attempts to minimise kength. The nal design
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was streamed out from Silicon Ensemble and veri ed in Cadédnc design rule errors
and LVS errors before streaming out to GDSII for submissmEdropractice/IMEC. A
small number of DRC errors, mainly antenna errors, were kgdeuropractice before

fabrication.

The AES-128 S-box ASIC reduced oorplan, taken from Cadebé€dl, is shown in
Figure 5.9(a), while one of the ten packaged samples ret&iom Europractice is shown
in Figure 5.9(b). The single-rail S-box area is 0.68%; the dual-rail S-box 0.068n7;
clocked precharge S-box 0.1#87; and self-precharging S-box 0.166F. These sizes
represent a 97%, 354% and 389% overhead versus the sitighekbax for the dual-rail,
clocked precharge and self-precharging S-box respegtiveinoticeable improvement
is the area of the dual-rail S-box on the AES-128 ASIC whiclated due to routing
congestion from using a 4 layer process. The other S-boxesag expected, signi cantly
higher overheads and the penalty for a full custom powestzad solution; the self-
precharging S-box is larger than the clocked prechargexs&abextra logic is required to

implement the self precharging mechanism.

5.3.1 Power Analysis Investigation

In order to undertake functional tests and the securitystigation, a PCB was designed
and manufactured externally to host the ASIC; the schenmttiown in Figure 5.10.
The power supply provides two separate power supplies ofdt8 for internal logic and

3.3 volts for the 1/0O pads. While port connections are on 8oafeed and read data from
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Figure 5.10: PCB Schematic

the ASIC using the test environment, this allows a varietynbérface and connection

scenarios, in our case an FGPA.

The investigation environment consists of ve componentslar to the AES-128 ASIC
setup environment: the PCB, a 6 GHz Agilent digital oscilgse, Spartan 3 FPGA op-
erating at 50MHz, an Agilent Logic Analyser and standard PRe scope uses active
differential probes for measuring voltage uctuationsaes a 100hm resistor inserted
inline with the internal logic supply and and workshop matelsled probes for trig-
gering. The function of the PC is to program the FPGA with ailggrprogram which
generates control signals, plaintext and key data for thkECABhe PCB has the facility

to insert resistors inline with any of the power or groundtp@nd an on board op-amp
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Figure 5.11: Logic analyser waveforms

circuit for measuring the current after the experimentshangrevious chip. However,
it was found the op-amp circuit did not function particuweelf ciently, and the clearest
readings were gained through ground or the internal logpplsti measurements were

taken using the internal logic supply to omit the IO current.

While the ASIC executes, the digital oscilloscope recotus power variations (side-
channel information) when triggered by a trigger signasdalised for the clocked S-
box precharge signal). One data acquisition correspon@spower curve, which the
oscilloscope creates a CSV le of for later processing asliregl. The logic analyser
reads the output and is used to verify the operation of thescdfor all the experiments
the chip was operated at 12.5 MHz and the oscilloscope seGid2sampling to mimic

reasonable hardware available to attackers.

The rst set of experiments conducted veri ed the setup amdction of all the S-box
cores using the logic analyser, example screen dumps avenshoFigure 5.11. The
rst sub gure shows the single-rail S-box operation whergputs are produced on each
positive edge of the trigger signal, while the other is takem the clocked precharge
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(a) Single-rail S- (b) Alternating

box spacer S-box

(c) Clocked (d) Self

precharge S-box precharging
S-box

Figure 5.12: Hamming weight experiment

S-box (only the positive rail of the outputs is shown as theeptail is simply inverted)

where the rail switches through precharge to evaluation.

Since this ASIC implements a pure function of AES (SubByta#)er than being part of a
complex resource sharing architecture simple power aisayperiments were conducted
as follows: averaged waveforms were recorded for a xedt&y and plaintext causing
the S-box output to compute tax@0 and then toXFF for 500'000 power curves. In other
words, the experiment aims to examine whether there arahdsterences when a S-box
is processing data with different hamming weights. Figuli€ Shows the results, for the
single-rail S-box the OxFF waveform is higher than the OxG&form and exhibits a
clear difference between processing the two values. Whéeheghree differential power-
balanced S-boxes exhibit a repetitive waveform signattom fcycle to cycle. These
observations act to illustrate how the single-rail S-b@kkeinformation as the difference

in power consumption is clearly visible compared to the ptheee designs.

The ideal of power-balancing is, since the hamming weighit distance is constant, to

always have differential traces with a at pro le with no pewbias spikes, thus ensuring
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the attacker cannot determine the key. However, the realipower-balanced designs
still leak information correlated to the key due to the vas@ffects described in Chapter
3; coming down to the fact instantaneous power samplesdsfiélr from computation
to computation when processing plaintext data and the skeye Consequently, with
suf cient sampled power curves, differential traces of powalanced designs will show
power bias spikes correlated to the key con rming the aaskkey hypothesis. With
this in mind, the aim often, with respect to power-balancimgcomes one of minimising
the prominence of the power bias spikes to a level where tiieskeever revealed over
incorrect key guesses, a phenomenon known as ghost peais;lothat the key cannot

be revealed within its life-time.

Here we have targeted bit zero of each of the S-boxes agaiichveine each a direct
function of the initial keyK and plaintextP, and constructed the differential means by
creating a set dl power curve measurements for a seNdtnown plaintexts, where the
nth power curve is computed using theh plaintext. The set is then split into two subsets

where the targeted bit evaluated to 1 and 0 according to teetsm function:

S = fsubBytegkey plaintext) j D( )= Og

S = fsubBytegkey plaintext) jD() = 19

The average is then taken of the two subsets and subtraaétkio the differential trace.
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(a) Single-rail S-box (b) Dual-rail S-box

(c) Clocked precharge S-box (d) Self precharging S-box

Figure 5.13: Differential traces

140



CHAPTER 5. POWER-BALANCED CUSTOM CELL LOGIC: AES-128 S-BOXSIC

Using the described setup, 500'000 power curves were dellefor each S-box core
using a xed 8-bit Ox3F key and varying 8-bit plaintext dagmrtitioned into two sets
where bit zero computed to 1 and 0 and differential tracestcocted, shown in Fig-
ure 5.13. The single-rail core as expected is insecure,l@dustom cores demonstrate
an improvement over the alternating spacer S-box. Therdifteal trace of the single-rail
S-box shows signi cant information leakage and the powestsipike clearly stands out

with an amplitude of 944A.

The alternating spacer S-box on the other hand substgaliices the amplitude of the
power-bias spike with a maximum amplitude of 488 which is a 48.67% reduction over
the single-rail core and a similar result to the AES-128 ASA@ower-balanced custom
cell solution still results in power-bias spikes, 28%and 309A for the clocked and self-
precharging core respectively. This amounts to a 72.79%%&r6% reduction over the
single rail core and 47.0% and 36.02% over the alternatiagespcore. The differences
between the clocked and self-precharging cores securityoody be attributed to the
extra cells for self-precharging, which introduce moretirmgiand increase the size of the

layout.

The results show security improvements over single-rail emodest improvements in
power-balancing from using custom cells. The fact that tkteaeted parasitics for all

the differential S-box cores yielded a less than 8% imbadretween the dual-rail pairs
during layout and the custom gates are as power-balancedsathfe, suggests there is
an upper limit in what can be achieved using differential ppwalancing and has been

approached here at the cost of large area increases. Tieeteéoquestion arises as to
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what else can be applied for power-balancing if informateakage still occurs at this
upper limit. Furthermore in a commercial environment, efferugh the custom cells are

securer than standard cells, is it worth the design effaltasociated area costs.

5.4 Summary

This Chapter has described a custom cell library which imglets as much power-
balancing as possible in a UMC 0.18um process; and servegpawer-balanced cell
library available to Europractice institutions. This Claphas also described a secu-
rity evaluation of a case study AES-128 S-box ASIC. The auskagic S-boxes result
in smaller power bias spikes and information leakage owelatternating spacer S-box,
however leakage still exists; hence the question remairé alee can be applied in terms

of power-balancing if everything is already rigorously pvibalanced.
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Conclusions

Power analysis attacks have to be considered when implamgemyptographic devices.
They are a powerful cryptanalytic tool, and hence, they jpasarious threat to the security
of embedded cryptographic devices. They are also a verydist@plinary subject, and
have led to a wide number of publications and suggestionsuater or address to some
degree power analysis. The different cross sections ofsingwand academia can be
essentially categorised into two groups. On one hand, panalysis attacks can be
viewed as a mathematical problem and measures incorpardtetthe algorithm. On the
other hand, power analysis attacks can be viewed as an enigig@roblem that can be
solved by decreasing the information leakage. The latterdf thinking leads to different

hardware countermeasures of which differential poweaghg is one.

In general, power-balancing implementations in hardwaceeiase a device's resistance

to power analysis, however although resistance can beaseds there is no practical
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way to achieve perfect security against power analysiskdtthrough power-balancing.
Each countermeasure has its weakness, for perfect sepudtiferential logic styles it
would be necessary to balance all cells and wires in a delvaxeever it is not possible in
practice and a best effort approach must be taken. Indeedsamable compromise needs
to be found between the resistance against power analystsaind the implementation

costs of the countermeasures.

This thesis has presented two differential balancing nustlamd their ASIC implementa-
tion. The rst a differential power-balanced standard degjic style, namely alternating
spacer logic, suitable for commercial purposes implenteuta the Verimap software.
The crypto-processor implemented a low overhead impleatient of AES-128, requir-
ing only 10,372 gates and the dual-rail version 19,510, arease of 88%. While the
power analysis attack yielded on average a forty fold irsgeia the number of power
curve measurements required to crack a smartcards segreftke second a differential
power-balanced custom logic style, implemented in a dethlly and tested in a second
case study S-box ASIC. The custom logic S-boxes result inlenpwer bias spikes and
information leakage over the alternating spacer S-box gvewleakage still exists; hence
the question remains what else can be applied in terms ofrploslancing if everything

is already rigorously power-balanced.

Undoubtedly power-balancing and the logic style used cawane a device's resistance
to power analysis and veri ed by this research; and optians$ means to implement it
are required. In summary, unless the lifetime of a secreti&eshort and nite, as a

countermeasure alone it is evident it can only reduce a dssasceptibility or increase
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moderately the dif culty in cracking the key. The on goingdainitial future research has
focussed on applying the power balancing techniques deedlduring the course of this
research to on-chip programmable technology. Smartcads ¢learly identi able sub-
systems which make programmable logic very attractiverfggiémenting cryptographic
algorithms, however akin to normal logic it would be vulrnald#y to power analysis,

giving substantial scope for future research.
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