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F. Burns, A. Bystrov, A. Koelmans and A. Yakovlev

Abstract

A new balanced library is presented which consists of novel mixed 1-of-2 and 1-of-4 com-
ponents based on N-nary logic. Cryptographic circuit specifications are refined and passed to
optimization and mapping tools for mapping to a library of power-balanced components. Logic
optimization tools are then applied to generate secure synchronous circuits for layout generation.
This paper presents a new technique for evaluating the security of such circuits in particular
those which offer a higher level of protection. A security metric is introduced which is based on
the common selection function that is widely used in DPA attacks and a correlation measure
similar to the one used in CPA attacks. This is used to compare the security level for these
kinds of balanced circuits that are more difficult to attack. The paper shows that the circuits
generated are more efficient and can offer a higher level of security than those generated by
alternative techniques.

1 Introduction

Cryptographic devices are becoming increasingly ubiquitous and complex, and in order to satisfy
the high throughput requirements of many applications, they are often implemented by means of
VLSI devices (crypto-accelerators) [1]. The high complexity of such implementations raises concerns
regarding their reliability. Attacks against such cryptographic devices include those based on side-
channel [2] and those that are fault-based [3]. The side-channel attacks exploit easily accessible
information like power consumption, running time, input-output behaviour under malfunctions [4],
and can be mounted by anyone using low-cost equipment.

Attacks that are side-channel based have been known to exhibit a high degree of success. One
of the most widely used attacks is Differential Power Analysis (DPA) which was introduced by
Kocher [2]. Here he desribes a successful attack on the DES cipher. DPA attacks are successfully
based on the correlation between a set of power measurments and a selection function related to
the key. The number of ciphertexts used in the attack varies and depends on the nature of the
attack. More recent attacks based on DPA have been carried out against the AES standard cipher
[5]. Another similar type of attack that is widely used is Correlation Power Analysis (CPA) which
was introduced by Brier [6]. Here the attack model used is based on a direct correlation with the
power trace.

Some attempts have been made to counter side-channel attacks using balanced circuits. Recent
work towards creating a VLSI design flow for side-channel attack resistant circuits was carried
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out in [7]. This was primarily applied at the lower level using a library of differential balanced
cells [8] and was targetted towards power-balanced synchronous circuits. In [9] they investigated
side-channel attacks at the lower level and concluded the best solution to power analysis is to
embed countermeasures into logic cells [10] to reduce leakage information. Here a novel logic style
is proposed which relies on the use of signals with three different possible states operating with a
power consumption independent of both the logic values and the sequence of data.

An alternative technique uses dual-rail [11] where the logic of dual-rail provides the security
because of the 1-of-2 encoding used. Dual-rail provides in addition to security against side-channel
attacks [12] a level of protection at the fault-level [13] as well. Unfortunately it suffers from signif-
icant overheads in area and power. A demonstrator chip based on an alternating spacer protocol
attempts to overcome this problem by utilizing a low-overhead dual-rail logic style [14]. Attempts
at using dual-rail for asynchronous solutions has so far proved to be useful but unfortunately they
tend to exhibit overheads which lead to inefficiencies.

An efficient security design flow (partially automatic) is presented here centered around Dynamic
logic. The inefficiency problem of using dual-rail for either synchonous or asynchronous power-
balanced implementations can be resolved by steering towards alternative 1-of-n circuits [15] which
use dynamic logic [16]. The aim here is to steer away from standard dual-rail circuits and move
towards general N-nary 1-of-n circuits which use in addition to 1-of-2 circuits, direct mapping to
1-of-4 circuits [17]. Using dynamic logic it is possible to attain significant improvements in area
and speed [18][19]. Another advantage of using 1-of-n as opposed to dual-rail encoding is that more
complex codes offer the possibility of better energy efficiency [20].

The design flow that is presented here is focussed on cryptographic circuit generation and in
particular Galois field implementation. A security specification is first entered using SystemC which
undergoes various levels of refinement before sub-modules are generated. A novel logic library of
specially designed power-balanced N-nary 1-of-n gates is provided. The dedicated dynamic gates
from the new library, i.e. implicit-exor, exorhalf-implicit, etc., have been carefully designed to help
reduce the area, delay and security of the implementation. The process is partially automated
using a mapping algorithm to generate an optimal solution.

Encoded balanced circuits, such as the above, are less prone to attack as there is less side-channel
leakage. Correspondingly this makes security evaluation of these types of protected circuits less
easy to evaluate. To overcome this a metric is provided which provides a measure of security based
on the measure of degree by which the circuit is attackable. This is achieved using a measure
which is derived from a combination of DPA and CPA measurements. This provides a measure of
correlation which corresponds to the most likely points of attack. The higher the value provided by
the metric the more likely a successful attack will be. The lower the value the less likely an attack
will be successful. The metric enables us to evaluate the security of the generated circuits.

The remainder of this paper is organised as follows: in section 2 we introduce our security
metric; in section 3 we present the new library of 1-of-n encoded circuits; in section 4 we present
our security design flow in section 5 we provide results and in section 6 conclusions are provided.

2 Power Analysis and Security metrics

DPA is a side-channel attack which involves statistically analyzing power consumption measure-
ments from a cryptosystem. In digital circuits there are effects correlated to data values being
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manipulated. These variations tend to be smaller and are sometimes overshadowed by measure-
ment errors and other noise. In such cases, it is still often possible to break the system using
statistical functions tailored to the target algorithm.

The DPA attack exploits biases in varying power consumption of a circuit while performing
operations using secret keys. The attack may be based on a single bit or multiple bits such as when
using the Hamming weight. Using DPA, an adversary can obtain secret keys by analyzing power
consumption measurements from multiple cryptographic operations performed by a vulnerable
smart card or other device.

In DPA normally a selection function is chosen D(C,b, K;) which computes the value of bit
0 < b < n for some target value of n-bits for ciphertext C, where the ¢ bits of key K; entering the
function corresponding to bit b are represented by 0 < K; < 2". It is important to note that if K;
is incorrect, evaluating D(C, b, K;) will yield the correct value for bit b with probability P ~ 1/2
for each ciphertext. If K; is correct, however, the computed value for D(C,b, K;) will equal the
actual value of the target bit b with probability 1.

To implement a DPA attack, an attacker first observes m encryption operations and captures
power traces T ., [1..k] containing k samples each. In addition, the attacker records the ciphertexts
C1..m. No knowledge of the plaintext is required.

DPA analysis uses power consumption measurements to determine whether a key block guess
K; is correct. The attacker computes a k-sample differential trace A p[1..k] by finding the difference
between the average of the traces for which D(C,b, K;) is one and the average of the traces for
which D(C,b, K;) is zero. Thus Apll..k] is the average over C_,, of the effect due to the value
represented by the selection function D on the power consumption measurements at point j as
defined in [2].

Power attacks are often unwieldy and very time consuming. In addition it may not be possible
using an attack to find the key. A gauge of how vulnerable the circuit is would be often useful
rather than executing a complete attack. To do this we can construct an evaluation metric based
on the selection function. This is then used to construct a basic trace and from the differential
trace we derive an equation which gives an indication of the level of security.

Traces tend to differ for different types of circuits and are in general more difficult to analyse
the more balanced the circuit is. Consider the traces for two different implementations of a specific
function; firstly we consider traces for one that is not balanced and then for one that is balanced.
For this we will use a Galois inverse function [21] that is used in security circuits. The table for the
Galois inverse of irreducible polynomial x* 4+ 23 + 1 is shown in Table 1. Table 1 uses the following
binary encoding 0 = 00, 1 =01, a = 10, § = 11.

Table 1: Polynomial Inverse Table for 24 + 3 + 1.

(e\y[olt]alh]
0 00 | 01 | B0 | a0
1 la | 66 | 10 | Ba
Q 08 | A1 | af | a«
Ié) Oa | a1l | 15 | 11
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Two different types of circuit are to be analysed here for the inverse function; the first one using
standard CMOS gates and the second one using dual-rail gates. The first implemention analysed
is in terms of standard CMOS gates. For our measurements the key is first XOR-d with a range
of input bits and the output is used directly as input to the circuit. The D selection function
calculated for this was based on a choice of bit. Four key bits are involved in the circuit. CMOS
circuits were described in Verilog, synthesized with Synopsys Design Compiler, and converted
into SPICE format. The simulations were then executed using SPICE. For each experiment 1000
measurements was used as a standard measure i.e. samples were taken for 1000 ciphertexts. Power
outputs were correlated using selection functions for each bit in the circuit. The largest value was
extracted in each case. A diagram showing the differential power traces are shown in Fig. 1.
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Figure 1: Differential trace - normal inverse circuit.

The second differential power analysis is for a standard dual-rail gate implementation. The
dual-rail plot for the differential traces is as shown in Fig. 2. Here it can be seen that although the
traces exhibit some similarity they exhibit more compactness.

We now present the CPA correlation metric. This is based on the Point Biserial Correlation
coefficient(PBC). The point biserial correlation coefficient PBC is a correlation coefficient used when
one variable is dichotomous, in this case 0 or 1. To calculate PBC, assume that the dichotomous
variable Y has the two values 0 and 1. If we divide the data into two groups, group 1 which
received the value 71”7 on Y and group 2 which received the value ”0” on Y, then the point-biserial
correlation coefficient is calculated as follows:

M1 — Mo ning

PBO = — — (1)

Here M is the mean value on the continuous variable X for all data points in group 1, M is the
mean value on the continuous variable X for all data points in group 2. Further, n is the number
of data points in group 1, ng is the number of data points in group 2 and n is the total sample size.
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Figure 2: Differential trace - dual-rail inverse circuit.

Sy is the standard deviation used when you have data for every member of the population:

Su= 0= (a; — 7 (2)

i=1
It is easy to show algebraically that there is an equivalent formaula that uses S,_1:

M1 — Mo ning

PBC = =g\ [0 D) 3)

where S,,_1 is the standard deviation used when you only have data for a sample of the popu-
lation:

Sno= | O (i - 7P (4)
=1

The PBC equation can be applied to find an appropriate measure of security in the following
way. Equations 1 and 3 can be used to calculate the correlation for the different differential traces
sampled. This can be done by taking sample points corresponding to the peaks in the graphs of
the differential traces. In the equations n corresponds to the values for the D selection function.
The correlation cofficient ranges between the values 0 and 1. The higher the PBC correlation value
is, the less secure the circuit is; the lower the value is, the more secure it is.

In DPA the attack may centre on any of a number of specific bits. In this case if a range of bits
is analysed we define the PBCM value as the PBC value corresponding to the highest or maximum
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PBC value per bit measured. For the inverse example, for a complete set of traces, the PBCM
results are shown in the following table.

Table 2: Example PBCM values.

Single-rail | 0.49
1-0f-2 0.31

Here it can be seen that the 1-of-2 circuit has a lower PCMB value than the single-rail circuit.
This implies a lower correlation therefore implying a longer attack. The relationship between the
metric and the number of measurements appears quadratic. Attacks above a PCMB of 0.5 are very
easy to conduct with a few hundred ciphertexts. Successful attacks have been carried out at or
just below a PCMB of 0.3, however, It becomes much more difficult to execute successful attacks
significantly below this.

3 Secure Gate-level library

Our secure gate-level library is implemented using dynamic logic. In CMOS the use of N-nary
encoding is well known where evaluations are performed in N-channel logic. Dynamic logic requires
two phases. The first phase is called the precharge phase and the second phase the evaluation phase.
There are three important benefits to N-channel only evaluation gates relative to traditional static
gates [15].

(1) The first is the elimination of P-channel devices on input signals which reduces the input
load significantly. In static gates the P-channel device tends to be significantly larger than the
N-channel device which adds to the load. Because N-channel only evaluation gates do not require
a P-channel device, their input load is reduced to one third that of a similar static gate. As a
result, dynamic logic reduces circuit area by implementing compact 'NMOS style’ gates without
the overhead of static power dissipation.

(2) The second is the elimination of the need to build the complementary function in P-channel
devices. With N-channel evaluation gates there is no need to implement the complementary func-
tion, either in N-channel or P-channel devices. This means that the more efficient faster N-channel
gates are possible.

(3) The third advantage of N-channel only evaluation is the ability to share portions of the
evaluate ’stack’ among multiple outputs, which is not possible with static CMOS gates because it
is not possible to obtain each output’s function and complement from shared devices in both the
P and N-channel stacks.

3.1 Basic N-nary gates

Here we show that by applying the N-nary gate principles it is possible to generate 1-of-n gates. As
an example consider EXOR addition over GF(4). The addition table for GF(4) is shown in Table
3 where a = 10 and 3 = 11.

GF4 has 4 states which can be represented by an encoding scheme with a balanced hamming
weight. Table 4 shows the GF4 operations encoded in 1-of-4. It assumes the value zero=0001.
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Table 3: GF4 Addition Table

(+[o]1]alB]
0lo0]1]algB
11|03«
ala|pf]0]1
BB |lal|l1]0

Table 4: GF4 Addition encoded in 1-of-4

|+ 0001|0010 [ 0100 | 1000 |
0001 | 0001 | 0010 | 0100 | 1000
0010 | 0010 | 0001 | 1000 | 0100
0100 | 0100 | 1000 | 0001 | 0010
1000 | 1000 | 0100 | 0010 | 0001

Using Table 4 it is possible to derive an N-nary 1-of-4 gate-level implementation which is shown
in Fig. 3. The 1-of-4 Adder @4 gate has eight inputs, however, because only one of the « inputs
and only one of the 3 inputs can be asserted at a time, it is convenient to treat these two sets of
signals as individual inputs, each of which can represent one of four values.

(o)
Prechar ger 0 Driver/ 3
dﬂ %3 Keeper ‘dqgéﬁ qﬂ 2§ qﬂ ég
~ ——

Figure 3: 1-of-4 Adder @4 gate.

Thus, the &4 gate has an « input signal and a § input signal, the o and § input signals can
be any integer between zero and three inclusive. The function of the gate is to add the two inputs
(GF addition) together and produce a 1-of-4 output. For the gate precharge devices are required
for each output’s evaluate node and each output must have its own driver/keeper cell as depicted
in Fig. 3. Dynamic cells are constructed with a logical function built of NMOS devices coupled via
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a precharged node. Precharge devices are required for each output’s evaluate node since a single
precharge device would short each output’s evaluate node to the others. Keepers are sized to provide
a compensation current to offset any and all sources of degrading current. For designs which have
large numbers of NMOS transistors charge sharing becomes more of a problem. Charge sharing
is mitigated by requiring internal precharge devices on any node which connects more than two
transistors within the NMOS transistor trees. Any node which is connected beyond such a simple
source/drain connection pair may have a significant amount of parasitic capacitance. This larger
capacitance could share charge with the precharged node. To prevent this, the non-source/drain
connected node is preset to a voltage level via an internal precharge device that prohibits charge
sharing.

Power-balancing makes use of the 1-of-4 representation as only one signal is active at a time.
For power-balancing it is important that the wires are balanced in such a gate so that capacitances
are as level as possible. This is attained by balancing wire lengths from inputs to transistor and
from transistor to outputs. This ensures that power signals are as balanced as possible. For this
reason it is important to use regular gate structures where balancing is easier.

In the 1-of-4 representation, each block of 1-of-4 data is equivalent to two binary bits. If a binary
function relies on odd data bits then bits from different data groups have to be merged together.
For example suppose in binary that a = 10 and § = 01 and we wish to merge the msb of « to the Isb
of 8 to get 11. In 1-of-4 this is equivalent to merging o’ = 0100 and 3 = 0010 to get 1000. Special
merging functions are needed to implcitly merge the most significant or least significant values from
two different 1-of-4 values to create a new 1-of-4 value. A table showing the combinations of msb
and Isb merge operations is shown in Table 5. The table shows the operations in terms of their
binary and 1-of-4 equivalents. The 1-of-4 values are represented in terms of bit-level equations.

Table 5: Merge operations

Operation | Binary 1-of-4
03 | (a2 +az) - (B2 + (3)
02 | (o2 4 a3) - (Bo + b1)
mergemsbmsb a1 01 | (g + ) - (B2 + F3)
00 | (@0 +a1)-(Bo+ B1)
03 | (o2 4 a3) - (B + P3)
02 | (o2 4 a3) - (Bo + P2)
mergemsblsb | 10 o1 | (ag+a1)- (B1 + Bs)
0o | (g + ai1) - (Bo + )
o3 | (a1 + as) - (B2 + F3)
02 | (o1 +az3) - (Bo+ b1)
mergelsbmsb | - aof o1 | (a0 +az) - (B2 + 33)
0o | (ag+az) - (Bo + p1)
03 | (a1 +az)- (B + B3)
02 | (a1 +az) - (Bo+ B2)
mergelsblsb | apfp o1 | (ag+as) - (B1 + Bs)
0 | (a0 +az) - (Bo+ Ba)
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A special gate which allows for the construction of merging functions is provided in the following
subsection.

3.2 Optimized 1-of-n gates

It is more difficult to design 1-of-4 dynamic cells than dual-rail. The intention here is to construct
a small scale standard cell library only. Therefore, the approach is restricted to designing only a
limited number of cells which are highly generic and reusable. For power-balancing regular gate
structures are preferable in order that transistors and wire lengths are matched. Optimisation is
required to map to efficient gates which incorporate the above features. Such gates are designed to
better balance and reduce the size of existing gates. This section introduces a set of optimized gates
with good symmetrical properties. We start with showing how logic tree XOR functions in 1-of-4
can be optimized using a specialized type of symmetric gate called the exor-implicit gate. The
structure of this gate is generic and can be used for implementing a variety of functions including
the merge functions in 1-of-4. Further derivatives of this are then shown. The exor-implicit gate is
shown in Fig. 4.

a, |0, JOa, (O, | O [O,F J O, | O
ojp g g 2y %oy 3y ! %
Bo4 Bh

Figure 4: 1-of-4 Exor-implicit @; gate.

The exor-implicit gate implemements the following binary equations.

01 = (a1 © ap) (5a)
0o = (81 @ fo) (5b)

As an example of its use consider the 2-bit binary signals a = {ai,a0}, b = {b1,bo}, ¢ = {c1,c0}
and o = {01,00}. Assume these are related by the following binary equations:

01 = (a1 D ap) (6a)
0o = (b1 ®bo) D (c1 ® co) (6b)
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Assume also that a’, V', ¢/, o' are the corresponding 1-of-4 equivalent values. If the above
equations had to be implemented in 1-of-4 the equivalent equation using the @4 operation as
defined in Table 4 would be as follows:

/

o = (mergemsblsb(a’, b ©q ) Dy
(mergelsbmsb(a’, b’ @©q ). (7)

Using the @; operation this can be reduced to the following more simple expression:

o = (a' D; (b, ©D; C,). (8)

It is much more efficient, therefore, to represent equations (6a, 6b) using 1-of-4 @; gates. It is
also much easier to route wires into more simpler regular 1-of-4 gates such as this.

Merge gates have the same structure as the @; gate but they use different combinations of
inputs. For example, to implement mergemsbmsb using the @; gate in Fig. 4 the input as needs
to be switched with «; and input «; switched with ag (similarly 8; and (s are switched). The
corresponding mergemsbmsb gate is shown in Fig. 5.

Figure 5: 1-of-4 mergemsbmsb gate.

Various combinations of merge gates implemented using ¢; are shown in Table 6 with the
corresponding input changes.

Another gate in the library is the 1-of-4 exorhalf-implicit ®p,; gate. In binary it is used to
add 2 bits from one binary pair and merge the result to 1 bit from another binary pair e.g. ®p1;
implements the following binary equations

01 =a1 P ag (9a)
0y — b1 (gb)

A set of ®pn; gates exist which are similar to @pq;. Table 7 shows the operations of the ®py;
gates in terms of their binary and 1-of-4 equivalents.
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Table 6: Converting ®; to Merge gates

‘ i | a0z | awas | Bofs | Bifa
mergemsbmsb | gy | azaa | BoBr | B3Pz
mergemsblsb | vy | s | BoB2 | B13
mergelsbmsb | apan | aras | BofBr | G253
mergelsblsb | agas | aras | BBz | £153

Table 7: ®p,; operations

Operation Binary 1-of-4
03 | (a1 +az) - (B3 + B2)
B 01 | a1 ®ag | 02 | (a1 +az) (Bo+B1)
’ 0o B o1 | (o +a3) - (B3 + ()
0o | (ag+az) - (Bo+ p1)
03 | (az +az)- (B + ()
B o1 | 1@ fo |02 | (g + 1) (B1+ Ba)
2 00 oy o1 | (az +az) - (Bo+ 53)
0 | (a0 +a1) - (Bo+B3)
03 | (a1 +az) - (B1+B3)
. 01 | a1 Dag | 02 | (a1 +az2) (o + B)
’ 0o Bo o1 | (o +az) - (B + B3)
0o | (ag+az) - (Bo + ()
03 | (a1 +az)- (B + F2)
S o1 | 1@ P | 02 | (g + 2) (B1+ Ba)
hdi 00 ap o1 | (a1 +az) - (Bo+ 53)
0 | (a0 +az) - (Bo+B3)

Bnn;i gates also have the same structure as the @; gate but they use different combinations of
inputs. Various combinations of @p,; gates implemented using @; are shown in Table 8 with the
corresponding input changes.

Another variation on the above gate is one where (6a) and (6b) undergo modification using @1
to the following.

01 =a1 Dag (103‘)
0y = b(] D@1 (10b)

In this case Table 7 can be modified to generate the following @,,;+1 gates shown in Table 9.
These gates also share the same structure as the @; gate.

Various mixed 1-of-n gates exist in the library for example gates with 1-of-2 inputs and 1-of-4
outputs or vica versa. An example of one of these is depicted in Fig. 6. This gate mimics the ®4
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Table 8: Converting @; to Dp,; gates

| @ | aoos | aras | BoBs | Bife |
@n1i | oz | aran | Bofr | B302
Dnai | PoB3 | BB | awar | anas
Onsi | oz | arag | Bofa | B3b1
Dnai | BoBs | B1B2 | apas | aqag

Table 9: ®py;+1 operations

Operation Binary 1-of-4

03 | (a1 +az) - (Bo+ B1)

.. 01 | 1@ ap |02 | (a1 +a2) (B3 + o)
hlit oo | @1 |01 | (ag+az): (Bo+ )
o | (o +a3) (B +B2)

03 | (o + 1) - (B1 + f2)

Bror 01| Br®fo | 02| (a2 +az) (B + )
P o | ar @1 | o1 | (ap+ai) - (Bo+ Bs)
0p | (a2 +az) - (Bo + 3)

03 | (a1 +az) - (Bo + F2)

o 01 | a1 @ap |02 | (a1 +a2) (B1+Bs)
hiitH o0 | fo®1 |01 | (ao+az): (Bo+F2)
o | (o +a3)  (B1L+Bs3)

03 | (a0 + a2) - (B1 + f2)

Bra 01| Br®fo | 02| (1 +az) (Bi+ )
ML og | ap @1 | o1 | (a4 az) - (Bo + B3)
op | (a1 +az) - (Bo + 53)

gate shown in Fig. 3 but it takes in two inputs in dual-rail format and produces a 1-of-4 output.

Efficient mixed 1-of-n gates for the AND function can be found in conjunction with EXOR which
produce dual-rail output. For example, consider the following binary equation where o represents
a single bit.

0= (a1 'bl)@(ao'bo) (11)

This equation gives an inefficient CMOS implementation. It is better to represent such an
equation in SOP form.

0= (a1 by -a0) + (a1 - ag - bo) + (a1 - by - ag - by) + (a1 - by - ag - bo) (12)

This equation can be converted to its corresponding 1-of-4 input, 1-of-2 output representation
to give the following pair of dual-rail equations.
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Figure 6: 1-of-2 in, 1-of-4 out Exor @94 gate.

01 = a1b1 + a1b3 + agby + asbs + aszby + asgbs (13&)
oy = aobo + a0b1 + a0b2 + aobg + (Ilbo + CL11)2+

(13b)
azbo + azby + asby + azbs

These equations can be mapped to a 1-of-4 input, 1-of-2 output gate. The gate is implemented
in two halves. The half gate for og is shown in Fig. 7.

Figure 7: AND-EXOR-half &®4o gate 1.

A similar gate exists for o1 which is shown in Fig. 8.
Here it can be seen that for each single positive term we have a transistor pair that is active in
terms of a and b. Where transistors are shown dotted they are removed. The paths are balanced
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Figure 8: AND-EXOR-half &®4o gate 2.
by length as depicted. In the actual cell the wire lengths are balanced as appropriate by length.

4 Design Flow

Our Secure Design flow (partially automatic) is now presented. Fig. 9 gives a block diagram which
depicts the design-flow.

SystemC SPEC

Scheduler

+ Manual Input
Refinement | Sagel ‘ S_ecure
Stage2 ! Library

BalancedL ayout (_ Priority )

Figure 9: Diagram of design flow.

The security design flow inputs a SystemC description of the cryptographic specification. After
behavioural compilation an extraction package is used to access relevant information about the
modules. The design-flow then proceeds along various refinement stages, including Galois subfield
breakdown, to generate small regular blocks. A secure library of components, based on section III,
is accessible as a plugin. The components are mapped using partially automatic mapping to the
sub-modules to generate a secure circuit.
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4.1 Refinement

The design flow proceeds by refining the specification into smaller sub-modules. This passes through
various stages of refinement starting with stage one which creates a sub-level representation making
use of sub-field generation [22]. It makes use of the fact that a field over GF(2") can be formed from
a composite of fields GF(2"/2) and GF(2). The subfield mapping makes use of the notion that any
arbitrary polynomial can be represented as ax + b, given an irreducible polynomial of 22 + az + b.
Thus, an element in GF(2%) may be represented as ax + b where a and b are elements from the
field GF(2*). The S-box of the AES is broken down using subfields into smaller components. Fig.
10 shows a diagram for the subfield generation.

MAP

|
| T |

e C oo ]

e ][ [ eon ]

il

INV

v v
— e |

I GF2")
VMAP

GF(2%
AFFINE

Figure 10: Subfield breakdown.

A next level of refinement is used to break the design down further. This employs either (i) the
use of further subfield refinement or (ii) transformation using bases.

(i) Further use of subfield refinement makes use of the fact that the field GF(2%) is isomorphic to
the composite field GF((22)?). This means that the field GF(2®) can now be transformed into the
field GF(((22)%)?). Here GF(((2%)%)?) is a field extension of degree 2 over GF((22)?) constructed
using the irreducible polynomial 2 + ax + b where a,b € GF((2?)?).

(ii) For transformation using bases use is made of the dual-basis.

As an example of transformation of basis we consider a dual-basis transformation which can
be applied to generate a 4-bit subfield multiplier. A regular polynomial-dual basis multiplier for
GF(2™) can be automatically constructed out of a number of inner products and a number of
non-symmetric additions. In [23] they describe a transformation using dual-basis where underlying
equations can be generated for the inner products and addition trees which exhibit more regularity.

As a result of the dual-basis transformation the subfield multiplier can be implemented more
efficiently using regular blocks as shown in Fig. 11. In Fig. 11 BLOCKI1 implements the higher
@ terms and BLOCK2 implements the more regular inner product addition trees. As a result of
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the more regular structure it is now more efficient to translate to a 1-of-4 representation and the
balancing of the subsequent layout becomes easier.

A

B
BLOCK1

3 0.2 2.3 0.1 1.3 0

] BLOCK?2 ‘ ] BLOCK2 ‘ ] BLOCK?2 ‘ ] BLOCK?2 ‘

o3 02 ol o0

BLOCK1 ANDXor

BLOCK?2

Figure 11: Multiplier Regular Implementation.

4.2 Mapping

The 1-of-n library in section III is used for mapping to the refined circuit. The library is split into
two divisons: one with basic cells and one with optimized cells as shown in section III. Sub-modules
undergo logic optimisation. Davio decomposition is first applied to generate decision graphs. These
are subsequently subject to transformations including variable ordering and reduction. Also spe-
cific transformations are applied at this point to find the optimal alignment of inputs for 1-of-4
representation. During optimization this aims to target the minimum conversion which requires
the least number of merge functions.

The mapping algorithm employs a greedy algorithm which inputs each sub-module and processes
each of the modules 1-of-4 outputs. A priority list of gate types is used. The gates at the head
of the list are given the highest priority. The priority list is ordered with the most complex gates
processed first. These are subsequently replaced by smaller gates during mapping to see if a more
efficient solution can be found.

It is easy to find an efficient mapping to XOR gates using 1-of-4. Thus during mapping the XOR
plane is predominantly targetted using 1-of-4 gates. For the AND plane targetting to 1-of-4 gates
is not so efficient. Therefore, on switching between planes, a manual choice is made to convert from
1-of-4 to dual-rail and back again. This is done by providing an option in the tool. Here mapping
is made to mixed 1-of-4, 1-0f-2 XOR-AND and AND-XOR gates where the planes adjoin.

Blocks are tested to see if they can be merged together to provide for a more efficient solution.
If this is feasible they are merged and optimized prior to mapping. Simple sub-modules e.g. those
which use a single layer of functionality are merged automatically prior to mapping.
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Where transformation between bases is used the implementation must take into account differ-
ences in bases between blocks which is accounted for during mapping. To convert from polynomial
to dual-basis input normally requires conversion. However, the hardware required for this trans-
formation is often trivial. For irreducible trinomials no extra hardware is required to carry out the
basis conversion only a reordering of coefficients.

For synchronous implementation a spacer protocol is used which uses a return to zero. The
all-zeros state is used to indicate the absence of data, which separates one code word from another.
This makes use of special power-balanced registers [12] which ensures power-balancing is achieved.

It is essential in order to achieve constant power consumption that a fixed amount of charge is
used per transition. This means that the load capacitances at the outputs should be matched. This
means designing the cells with internal paths that are of exactly the same length. For routing, in
order for the logic gate not to have a different power signature for each output event that is possible
during this transition, the output capacitances must also be matched and routing differences may
not exist between the nets. Routing strategy external to cells can be carried out using techniques
similar to those used for dual-rail techniques by routing four signals with parallel routes that are,
at all times, in adjacent tracks of the routing grid, on the same layers, and of the same length. In
this case, each set of four wires must be abstracted as a single fat wire. Crosstalk can be eliminated
by shielding each set of four wires with power lines.

4.3 Example

The design flow example centers on the AES S-box [24]. Here we assume the specification has been
entered and compiled and is ready for refinement and mapping. The design is first refined, using
one level of subfield refinement only, converted to 1-of-n and then logic mapped to a synchonous
implementation.

The design is initially broken down to the first level L1 using subfield generation. The S-box
is initially refined to the circuit shown in Fig. 10. Each of the subblocks appearing in Fig. 10 is
subsequently mapped to the 1-of-n library.

The multipliers are converted using the dual basis outlined in section 3 and mapped. The
example that follows is a detailed breakdown of the multiplier outlined in sub-section 4.1. The
multiplier is refined to the dual-basis multiplier blocks of Fig. 11, comprising BLOCKS 1 & 2, and
these are mapped to 1-of-n components and a 1-of-n circuit generated. Use here is made of the
cross over between 1-of-4 and 1-of-2 over the AND-XOR plane. The diagram showing the complete
1-of-n mapping is shown in Fig. 12.

The following description details the mapping from the 4-bit multiplier in Fig. 11 to the 1-of-n
implementation shown in Fig. 12. The binary circuit for BLOCK1, shown at the bottom left of
Fig. 11, takes a 4-bit input A {a3,a2,al,a0} and produces 3 single-bit outputs.

After mapping to 1-of-4 cells, BLOCKI1 is shown implemented in the upper part of Fig. 12 using
a combination of Merge, XOR-implicit and XOR1/2-implicit gates. The inputs to these gates i.e.
ad..2, al..0 etc., relate to the corresponding pairs of bits in Fig. 11 and are assumed in Fig. 12 to be
in their equivalent 1-of-4 format. The inputs to the AND-XOR. blocks of BLOCK2 as depicted in
the top diagram of Fig. 11 are formed from a mixed selection of the bits of the input A and various
bits of the output of BLOCK1. The outputs from the Merge, XOR-implicit and XOR1/2-implicit
gates in Fig. 12 provide the equivalent 1-of-4 data representation to the 1-of-n AND-XOR cells of
BLOCK2.
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Figure 12: Multiplier 1-of-n implementation.

The AND-XOR cells of BLOCK?2 are optimally mapped to the 1-of-4 input, 1-of-2 ouput AND-
XOR &Pyo circuits depicted in Fig. 7 and Fig. 8. Each AND-XOR block in Fig. 12 is mapped to
two 1-of-4 input, 1-of-2 ouput &®4o circuits. Finally the outputs of the AND-XOR which are in
1-of-2 format are combined in pairs to generate 4-bit values in dual-rail format. These are input to
the remaining XOR operations of BLOCK2 which are combined in pairs and mapped to the 1-of-2
input, 1-of-4 output adder @94 circuits shown in Fig. 6.

Many parts of the S-box implementation rely on XOR gates exclusively and these are mapped
exclusively to 1-of-4 cells. For XOR blocks such as the map function or affine function the implicit-
XOR cell together with its variants in section 2 is used for mapping.

As an example consider the mapping for the affine sub-module. The binary equations for the
affine transformation are as follows:

o = a7DagDasDagDas

06 = agPasPdasPazDar Pl

o5 = asPasPazPayPa; d1

04 = ag4DazdazdarDag

03 = a7PazPasPa; Pag

02 = arDasDaxDar Dao

00 = arPagPasPa; PagPd1

00 = arPagPasDasdagd1 (14)

These are optimized and mapped using the 1-of-4 mapping technique. After applying the
mapping algorithm the affine sub-module is implemented using 1-of-4 gates as shown in Fig. 13.

Here all gates shown are derivatives of @;. It is implemented using 8 @; and 8 @y variants of
@; as depicted in Table 7. Some of the equations for the affine transformation end in ®&1. These
parts of the equations can be mapped to @pni11 gates as depicted in Table 9. In Fig. 13 it can be
seen the affine transformation is generated using a highly regular layout.
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} | | |
07..6 05..4 03..2 01..0

Figure 13: Affine implementation.

During mapping the small modules are tested for merging and are merged if this is found to
be more optimal. As an example consider the merge between the SQUARE sub-module and the
TIMESC sub-module shown on the left of Fig. 10.

The binary equations for the SQUARE sub-module are:

03
02
01

00

= a3

a1 D ag

a2

= agDas (15)

The binary equations for the CTIMES sub-module are:

03
02
01

00

ao@al@@@ag
ao@al@ag
aop D ap

a1 © as @ as (16)

After merging these two sub-modules together they are optimized and mapped to the circuit
shown in Fig. 14. The mapping requires derivatives of the ®; only.

The remaining blocks in Fig. 10 are mapped using ¢; and its derivatives apart from the inverse
which is mapped to gates which are similar to the multiplier.
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Figure 14: Mapping for merged SQUARE and CTIMES blocks.

Table 10: Multiplier Comparison

‘ Level ‘ Type ‘ Gates ‘ Transistors ‘ Area ‘ Delay ‘ Power ‘ PBCM ‘
Dual-rail 31 610 574 | 0.69ns | 0.44 | 0.40
L1 Basic 1-of-n 49 995 968 | 0.34ns | 0.30 | 0.23
Optimized 1-of-n 22 520 488 | 0.17ns | 0.15 | 0.21
Dual-rail 35 950 812 | 0.74ns | 0.59 | 0.55
L2.1 Basic 1-of-n 41 897 766 | 0.33ns | 0.26 | 0.55
Optimized 1-of-n 25 545 465 | 0.19ns | 0.23 | 0.40
Dual-rail 31 610 574 | 0.69ns | 0.44 | 0.40
L2.2 Basic 1-of-n 30 590 5955 | 0.18ns | 0.28 | 0.16
Optimized 1-of-n 14 350 329 | 0.15ms | 0.96 | 0.19

5 Results

Experiments were conducted over a range of multipliers and S-boxes which were generated by
varying the refinement level. A detailed set of security results including gate-count, transistor-
count, time and power comparisons have been made for multipliers corresponding to the different
refinement levels. A similar set of results has been taken for the corresponding S-boxes for similar
refinement levels. The security metric (PBCM) was measured in each case using bit-level DPA: the
correlation metric was measured for the differential trace for each bit and the highest value extracted
in each case. CMOS circuits were described in Verilog, synthesized with Synopsys Design Compiler,
and converted into SPICE format. The dynamic circuits have been generated by our design flow
into SPICE fromat. All simulations were then executed using SPICE. For each experiment 1000
measurements was used as a standard measure i.e. samples were taken for 1000 ciphertexts. Tables
10 and 11 show comparions for our synchronous synthesized results over power-balanced results
generated for standard dual-rail cells using a Synopsys 90 nm cell library.

Table 10 shows comparisons for the multipliers at different refinement levels. The results in
Table 10 are shown in 8 columns. The first depicts the level i.e. L1 represents the 1st stage of
refinement using subfield breakdown, L2.1 shows subsubfield breakdown whereas L2.2 uses dual-
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Table 11: S-box Comparison

‘ Level ‘ Type ‘ Gates ‘ Transistors ‘ Area ‘ Delay ‘ Power ‘ PBCM ‘

Dual-rail 188 4360 3934 | 3.66ns | 3.22 0.29

L1 Basic 1-of-n 351 6910 6234 | 1.22ns | 2.11 0.25
Optimized 1-of-n | 155 3145 2837 | 0.93ns | 1.17 | 0.22
Dual-rail 216 6010 5230 | 4.44ns | 4.13 0.17

L2.1 Basic 1-of-n 313 6468 5628 | 1.45ns | 2.24 0.19
Optimized 1-of-n | 183 3577 3112 | 1.18ns | 1.29 | 0.17
Dual-rail 188 4360 3934 | 3.66ns | 3.22 0.29

L2.2 Basic 1-of-n 294 5593 5046 | 1.04ns | 1.98 0.21
Optimized 1-of-n | 131 2635 2377 | 0.82ns | 1.12 | 0.17

basis. The second column depicts the type of implementation technology in terms of dual-rail, basic
1-of-n or optimized 1-of-n. The third and fourth columns show the number of gates and transistors
respectively. The fifth and sixth column shows the area and delay. Finally the seventh and eighth
columns shows the power and the security measure (PBCM). In Table 10 it can be seen that at
levels L2.1 and L2.2 a small percentage gain in area in terms of transistors is made for the basic 1-
of-n gates over dual-rail. For level L1 there is a jump in the gate and transistor number for the basic
1-of-n gates which is due to the large number of 1-of-4 merge functions required. These additional
gates are reduced significantly when applying the mapping algorithm to generate optimized 1-of-4
gates resulting in a corresponding smaller gate count. There is therefore a large saving in gates
made for a switch from basic gates to 1-of-n optimized gates. At level L2.2 a large percentage
saving in area in terms of transistors is made for the optimized 1-of-n gates over dual-rail. This
shows the best results for gate and transistor count were achieved using dual-basis which is due
to the optimal gate mapping to larger gates. A significant saving in delay is apparent for 1-of-n
over dual-rail because of the faster N-nary technology used. Power readings show that a saving in
switching is apparent over dual-rail of a fair percentage.

The security measure PBCM (most correlated bit) on average shows a difference between dual-
rail, basic 1-of-n gates and optimized 1-of-n gates. There is a 32 percent average difference between
dual-rail and basic 1-of-n gates and a 43 percent average difference between dual-rail and optimized
1-of-n gates. The design using subsubfield refinement L2.1 shows less of a difference than the
average. Because of the significant difference in results on an individual basis it is assumed that
for the multiplier circuits the security measure is more dependent on design style.

Table 11 shows similar comparisons for the S-box for the different levels L1, 1.2.1 and 1.2.2. At
each level there is a jump in the gate and transistor number for the basic 1-of-n gates this time
which is due to the large number of 1-of-4 merge functions required. As before these additional
gates are reduced significantly when generating optimized 1-of-n gates resulting in a corresponding
smaller gate count. In Table 11 the best results are for the dual-basis as was the case for the
multiplier which again is due to the optimal mapping to larger gates. The reduction also results in
a corresponding smaller delay for optimized 1-of-n gates over basic 1-of-n.

The PBCM values for the S-boxes are in general lower than those for the multipliers as expected.
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However, there is not as much variation between the PBCM values for the different S-boxes. This
time there is a 12 percent average difference between dual-rail and basic 1-of-n gates and a 24
percent average difference between dual-rail and optimized 1-of-n gates. This shows that for the
S-boxes the security measure is also dependent on the design but less so than for the multipliers.

6 Conclusions

This paper has presented a novel design-flow to generate efficient secure balanced circuits. A
new design flow using 1-of-n encoding, which is partially automatic, is presented as a means to
provide more efficient power-balanced circuits than can be provided by dual-rail alone. Preliminary
breakdown or refinement at the subfield level to generate small regular blocks creates a suitable
platform for efficient mapping to the 1-of-n library. We have presented a new library of optimized
power-balanced cells using N-nary 1-of-n logic which represent an improvement over dual-rail.
Preliminary results indicate improvements in area, time and power over dual-rail for optimized
1-of-n gates.

A security metric has been introduced based on DPA and CPA measurements that enables the
evaluation of security of balanced circuits that are more difficult to measure. The security measure
presented here enables comparison of the generated circuits on an individual basis highlighting
which circuits are more secure. This enables us to construct a component library with better
security. On average the results presented suggest our 1-of-n circuits provide similar or better
security than standard dual-rail, however, this is dependent on the design.

For future work it is intended to automate the more complex tasks and adapt the design flow
to a broader range of more general circuits.
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