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A B S T R A C T

The proliferation of System-on-Chip designs with the integration of
analog and mixed signal components on the same platform has led
to a dramatic diversification of the specifications for the various cir-
cuit blocks. A significant factor contributing to this phenomenon is the
dependence of principal circuit behaviour to key system parameters
(power supply, operating frequency) occupying either multiple static
levels or fluctuating in a dynamic way according to the desired func-
tionality. In addition to high performance applications, parameter vari-
ations are also an intrinsic characteristic of energy harvesting designs
based on non-deterministic energy sources. In this context, the chal-
lenges of analog verification due to the increased number and com-
plexity of operating modes have to be addressed by complementing
traditional verification methodology with novel approaches favouring
correct by design circuit construction.

This work aims at the investigation of the benefits from the appli-
cation of dynamical systems theory to the analysis of CMOS circuits
under parameter variations. Focusing on circuit blocks which exhibit
oscillating modes, the use of nonlinear differential equations for the de-
scription of complex dynamics provides valuable insight not possible
to be gained by conventional simulation techniques. The explanation
with precise mathematical terms of unexpected behaviours leading to
operating failures enhances the theoretical basis and contributes ac-
tively towards the practical aspects of improving circuit design.

Parameter variations in a circuit displaying oscillating modes may
lead to bifurcations which can undermine the correct operation under
the predefined specifications. A method based on Floquet theory and
Filippov solutions for the exploration of the stability properties of pe-
riodic attractors as a system parameter approaches a critical value is
developed. Additionally, an automated flow for the characterisation of
the structural properties of the state space in unconventional oscillators
based on existing techniques and smart implementation of dynamical
systems principles on any SPICE simulator complements the set of pro-
posed tools. The verification toolbox provides a solution for the com-
plete mapping of the state space and it can be used not only for the
verification of the correct circuit operation but also for the exploration
of novel applications of existing structures. Finally, a voltage sensing
technique based on the sensing of the onset of an oscillatory mode
from a stationary latching behaviour on a circuit which can change
operating modes under variable supply voltage is proposed. A circuit
realisation of a reference-free and tunable threshold voltage detector is
introduced using an autonomous even stage ring oscillator with inher-
ent sensitivity to the power supply.
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1
I N T R O D U C T I O N

1.1 motivation

Analog/Mixed-Signal (AMS) design and verification play an in-
fluential role in the further development of the semiconductor in-
dustry but they also present many difficult challenges. Although
the integration of analog and digital blocks on the same chip
results in performance and power efficiency benefits, a series
of major problems impede circuit designers. Technology scaling
is driven by the digital world and advanced process nodes are
not an optimal ground for manufacturing analog functions. The
most prominent issue of scalability is that the analog circuits
must operate under decreased supply voltage which reduces
their operating range and the maximum achievable signal level.
Even though different supply voltages can be used for the analog
and the digital blocks, increased interference between the two re-
sults in fluctuations of the supply voltages, thus, undermining
the predefined specifications. Besides the supply voltage compli-
cations, the continuously increasing integration rate renders the
testability of analog blocks in terms of access in internal circuit
nodes extremely difficult. As a result, when a correct by design
circuit cannot be constructed, additional circuitry for the imple-
mentation of built-in self test is used. Finally, the intensified ef-
fect of process and temperature variations in advanced nodes
can be ameliorated by self calibration modules which facilitate
the smooth progression to newer processes.

The tight interaction of the analog and digital counterparts in
a mixed signal design profoundly complicates the verification
process. The independent validation of the correct operation of
various circuit blocks does not suffice for the validation of the
entire design. Besides the essential verification of each analog
block in isolation, the designer has to ensure that the analog
blocks both operate collectively in harmony and synergetically
with the digital block meet the predefined criteria.

Traditional simulation methods not only develop into a ma-
jor bottleneck in the mixed signal verification process but due
to the dramatic diversification of specifications also demonstrate
their shortcomings in pure analog environments. A common cir-
cumvention to this problem is the over-design of analog blocks
with the inclusion of excessive safety margins leading to unrea-
sonable deterioration in area, performance and power metrics.
The verification of digitally-controlled analog blocks is another
important challenge which indicates the need to either avoid or
improve transient simulation. The various operating modes of
the analog blocks dictated by different digital inputs along with

2
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1.2 research goal and main contributions 3

the extra complexity imposed by low power techniques such as
multiple power domains and power gating, further aggravate the
challenge. In order to keep the problems tractable, designers of-
ten make numerous assumptions which may be proven wrong
after fabrication [1]. These assumptions may lead to undetected
failure modes such as oscillator lock-up or pulse swallowing in
frequency dividers.

In addition to high performance applications, the emerging
field of energy harvesting systems poses further challenges to
the verification of the correct operation of circuit blocks. Energy
harvesting systems mainly depend on non deterministic power
sources which result in an unstable power supply. In order to
cope with this uncertainty, circuit designers either alter existing
implementations or develop novel designs for certain functions
[2, 3]. A wide interval of potential values for the power supply
exposes these circuits to a variety of operating conditions which
may disclose failure modes that were not accounted for during
the pre-fabrication verification phase.

AMS applications are currently one of the major drivers in
the electronics and the semiconductor industry [4]. Driven by
high demand, the rapid growth of the market has caused exist-
ing challenges to surface and many new others to emerge. De-
spite their undisputed value, existing design methods and tools
are highly inefficient in taking into account the plethora of real
life design considerations such as process, voltage and temper-
ature variations, power consumption, process constraints and
yield. Although the dream of repeating the digital revolution
for the creation of highly efficient and fully automated analog
design methodologies seems closer than it was 10 years ago, the
ingenuity and the knowledge of an expert engineer will still be
needed for many years to come. Therefore, there exists both a ne-
cessity and an opportunity to develop a verification framework
of novel methods, advanced tools and transparent flows based
on reliable underlying algorithms and models for the analysis,
optimisation and verification of AMS designs.

1.2 research goal and main contributions

This thesis aims at the assessment of the application of a dynam-
ical systems approach to the analysis and the design of CMOS
circuit blocks via the development of realistic dynamical mod-
els and the investigation of their behaviour using tools from the
dynamical system theory.

Dynamical system theory defines the evolution of the states
in a system while focusing on the qualitative transitions among
different dynamical regions as inputs and parameters vary. The
accomplishment of this objective is articulated in terms of pre-
cise characterisation of both the topological features and the cor-
responding structural properties of the state space.
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4 introduction

CMOS circuits are known to exhibit certain forms of behaviour
that is outside the scope of the intended specification. The use
of nonlinear differential equations for the description of these
complex dynamics provides valuable insight not possible to be
gained by conventional simulation techniques. The explanation
with precise mathematical terms of unexpected behaviours lead-
ing to operating failures cannot only enhance the theoretical un-
derstanding of such phenomena but also contribute actively to-
wards the practical aspects of improving circuit design and even
provide inspiration for novel applications.

The main contributions of this thesis are the following:

• I developed an algorithm for the investigation of the stabil-
ity properties of periodic solutions in CMOS circuit blocks
modelled as a system of ordinary differential equations
(ODE). The implementation is based on fundamental dy-
namical system principles, namely the Floquet theory and
the Filippov method.

• I proposed a novel flow for the automated characterisation
of the state space in circuit blocks exhibiting oscillating
modes. The flow is a combination of existing verification
tools interweaved with smart application of principal dy-
namical system theory using any SPICE simulator.

• I developed a bifurcation based voltage sensing technique
and I examined how a transition from a stationary state to
motion can be used for the detection of a specific voltage
threshold crossing. Based on the that theoretical basis, I in-
vestigated the inherent sensitivity of an even stage ring os-
cillator to supply voltage variations and I proposed a novel
reference-free and tunable voltage threshold detector.

1.3 thesis outline

This thesis consists of six chapters:
Chapter 2 (Background) introduces the basic terminology, con-

cepts and latest research in the three main areas involved in this
work: dynamical systems, formal analog verification and voltage
sensing.

In Chapter 3 (Stability analysis of periodic orbits in CMOS cir-
cuits), an algorithm for the stability analysis of periodic solutions
in CMOS circuits is developed and implemented using Matlab. A
method for the creation of an ODE circuit model based on Kirch-
hoff’s current law (KCL) and a piecewise short channel transistor
model is presented. The stability properties of periodic attractors
are examined using Floquet theory and Filippov method. An ap-
plication of the proposed algorithm on a toggle element with
variable input frequency concludes the chapter.

Chapter 4 (State space characterisation in CMOS oscillators)
presents a novel flow for the automated verification via state
space characterisation of CMOS blocks exhibiting oscillating
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1.3 thesis outline 5

modes. The characterisation proceeds in two independent stages.
One stage involves the exhaustive detection and stability analy-
sis of equilibrium points (EP) in the state space using a satis-
fiability (SAT) based methodology along with basic dynamical
system theory. The other stage is concerned with the proof of
(non-)existence of periodic orbits in the state space under certain
operating conditions using vector field modelling and simula-
tions.

Chapter 5 (Voltage sensing based on transient mode switching)
introduces the theoretical basis behind a reference-free voltage
sensing technique and it investigates how a change in operat-
ing modes due to a bifurcation in a system can signal a voltage
threshold crossing. A circuit realisation of the method is demon-
strated on an even stage ring oscillator with inherent sensitivity
to power supply variations. Detailed analysis reveals the com-
plex dynamics and reinforces the proposed sensor as a viable
on-chip voltage monitoring solution.

Chapter 6 (Conclusions) summarises the contributions of this
thesis and discusses directions for future research.

Appendix A includes information about the parameter values
used in simulations throughout this work.
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2
B A C K G R O U N D

The work presented in this thesis spans three separate areas of re-
search. Firstly, dynamical systems theory provides the mathemat-
ical toolbox for the circuit modelling and analysis at an elemen-
tary level using ODE. Secondly, formal verification techniques
for analog designs are used and integrated into a novel flow for
the automated study of certain circuit properties. Thirdly, the ap-
plication of the findings on the area of voltage sensing completes
the bigger picture.

This chapter introduces the basic terminology, concepts and
latest research on these areas. Given the vast research space of
these fields, only the pieces needed for the complete understand-
ing of the material in this work are presented in detail. Addi-
tionally, strict mathematical definitions are avoided and relevant
descriptive examples are used instead.

2.1 dynamical systems

2.1.1 Definition

A dynamical system is a triple {T ,X,Φ}, where T is the time, X is
the state space and Φ is the law of evolution. In simple terms, it
is a way of describing the behaviour of a system as it progresses
into different states over time, starting from an initial state and
following a constant set of laws.

Most natural and artificial systems in disciplines such as engi-
neering, economics, neuroscience and astronomy are represented
by mathematical models which are used to make reasonable pre-
dictions about future behaviour. In many cases these mathemati-
cal models are translated to a set of differential equations that de-
scribe the state of the systems undergoing variations over time.

Electronic circuits can be considered to be a collection of dis-
crete elements (capacitors, resistors, inductors, transistors etc.)
governed by the fundamental KCL and Kirchhoff’s voltage law
(KVL). As a result of the basic component definitions, the ex-
tracted system for each nonlinear circuit can also be described
by a set of ODE. In fact, many of the analyses in the state of
the art simulators still use this modelling approach, which was
introduced in the early 70’s with the SPICE simulator.

In the following sections, each component of a dynamical sys-
tem is introduced in sufficient detail.

State Space

State space (or phase space) is the set X of all possible states of a
dynamical system. Every state of the system, as described by its

6
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2.1 dynamical systems 7
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Figure 1: Two-dimensional vector field and a representative solution
for a pair of cross-coupled inverters.

state variables, corresponds to a specific point in the state space.
For the two-dimensional case, where X ∈ <2, the state space is
called phase plane.

A better understanding of the behaviour of a dynamical sys-
tem is achieved by visualizing the geometrical objects that ap-
pear in its state space. Given an initial state (or initial condition
(IC)), the application of the evolution rule yields a trajectory (or-
bit) in the state space. The selection of a different IC corresponds
to a different trajectory. The set of all trajectories is called phase
portrait of a dynamical system. For the visualization of the phase
portrait only representative trajectories are selected.

An alternative visualization method similar to the phase por-
trait can be used for 2nd and 3rd order systems. Let a system be
defined by a set of ODE written in the form V̇ = f(V(t)). The
right-hand side of this equation calculated at different points V
produces a set of solution vectors. The function f that connects
V̇ to f(V(t)) is called vector field. Geometrically, these vectors cor-
respond to the direction of the solution flow. Figure 1 shows the
vector field and a representative trajectory starting from a ran-
dom initial condition for a pair of cross-coupled inverters.

The vector field plot can reveal significant information about
a system. One of the most straightforward analyses of a vector
field is the study of nullclines, the geometrical shapes generated
by the set of points which produce solution vectors with at least
one component equal to 0. The points where nullclines intercept
are of major importance because they coincide with the solutions
of a system. Additionally, nullclines can be a useful tool for qual-
itative analysis.
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8 background

Time

A dynamical system evolves with time t. Time can be either
continuous or discrete. Systems modelled with continuous time
t = R are called continuous-time dynamical systems and those
with discrete time t = Z are called discrete-time dynamical sys-
tems. Discrete-time systems can be found in nature and in many
other scientific disciplines such as engineering and economics.
In this work only continuous-time dynamical systems are con-
sidered.

A further distinction can be done in continuous-time dynami-
cal systems according to the effect of time on the vector field of
the governing equations. When there is no explicit dependence
of the right-hand side of the ODE system on time, the system
is called autonomous. On the contrary, when the evolution law
changes over time, the system is called non-autonomous.

Evolution Rule

The most prominent component of a dynamical system is the
evolution rule that determines the subsequent states at future
times, given a specific IC. In respect to the evolution rule, dynam-
ical systems are divided into two major categories: smooth and
piecewise smooth (or non-smooth). Let the mathematical model
of a system be described by V̇ = f(V(t), t). The system is said
to be smooth if f is differentiable everywhere. If the evolution
law is given by various functions f for N different regions of
the state space, the system is non-smooth. The general form of a
non-smooth system is:

V̇ = f(V(t), t) =



f1(V(t), t) for V ∈ <1

f2(V(t), t) for V ∈ <2

. . .

fN(V(t), t) for V ∈ <N

In this case, the state space is partitioned by (N− 1) hypersur-
faces which are called switching manifolds. Additionally,
<1,Re2, . . .<N do not overlap and cover the whole state space.

Systems with discontinuous right-hand side can be found in
nature or they can be a result of a modelling approach. In any
case, special care needs to be taken for the analysis using dynam-
ical system methods. A detailed analysis and relevant examples
can be found on Chapter 3, where a piecewise transistor model
is considered.

2.1.2 Geometrical properties of the state space

State space analysis is a powerful tool for the understanding of
the behaviour of a dynamical system. The solutions of the ODE
model governing a system lead to a set of geometrical structures
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2.1 dynamical systems 9

in the state space. These structures manifest themselves as sta-
tionary states, periodic solutions and irregular motions. Their
location and characterization can reveal invaluable qualitative
information. Further details about their properties are presented
in the following sections where the ODE model V̇ = f(V(t)) is
assumed.

Stationary solutions and stability

An equilibrium point of a dynamical system described by set of
ODE is a solution that does not vary with time. These time in-
dependent solutions are also called stationary states and exist as
points in the state space. A solution ve is an EP, if f(ve) = 0. It
is worth noting that in low dimension systems, equilibria can be
located in the state space at the nullcline interceptions. However,
finding all EP of a system can be a tedious procedure.

One of the most important general properties of EP in the state
space is their stability. Stability analysis determines if an EP is at-
tracting or repelling nearby solutions and can be determined by
calculating the eigenvalues of the Jacobian matrix of the ODE on
the EP. The Jacobian matrix of a system is the matrix of all partial
derivatives of the vector field with respect to state variables:

Jac = fv =
∂fi
∂vj

=


∂f1
∂v1

∂f1
∂v2

. . . ∂f1
∂vn

∂f2
∂v1

∂f2
∂v2

. . . ∂f2
∂vn

...
...

. . .
...

∂fn
∂v1

∂fn
∂v2

. . . ∂fn
∂vn


An equilibrium is called asymptotically stable if all the eigenval-

ues of the Jacobian have negative real parts. Geometrically, this
means that the solutions in the state space with IC in the vicinity
(domain of attraction) of the EP will be attracted back to the EP
as time approaches infinity. On the contrary, an EP is unstable,
if at least one eigenvalue has a positive real part. In this case, a
small initial perturbation will result in a large deviation and the
solution will be repelled from the EP. It is important to note that
the study of the stability is local in nature and it is defined for a
small initial perturbation.

The classification of the EP can be done in a systematic way
by calculating the eigenvalues of the Jacobian matrix on each
EP. In the following section, the basic types of EP relevant to
the understanding of the material in this work are presented.
A generic two- and three-dimensional system is assumed and a
visual geometric representation of the different type of EP in the
state space is given.

The Jacobian of a smooth two-dimensional system has two
eigenvalues µ1 and µ2. These eigenvalues can be either real or
complex conjugates. An EP can be classified as:

node : µ1,µ2 ∈ < with µ1.µ2 > 0 and µ1 6= µ2
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10 background

Node

Saddle

Focus

TYPE Stable Unstable

Figure 2: Classification of equilibrium points in two dimensions.

When both eigenvalues are negative, small perturbations
die out and the node is stable. On the contrary, when both
eigenvalues are positive, even a small perturbation leads
the solution away from the EP and the node is unstable.

saddle : µ1,µ2 ∈ < with µ1.µ2 < 0

When the eigenvalues have different signs, the EP is called
saddle and it is always unstable.

focus : µ1,µ2 are complex conjugates with Re{µ1},Re{µ2} 6= 0
The orbits near a focus appear as a spiral. Similarly to a
node, an EP with negative real part is called stable and
with positive real part is called unstable.

A visual inspection of the phase portrait near the EP is shown in
Figure 2.

Expanding the classification for three-dimensional systems, it
is noted that either one or all three eigenvalues of the Jacobian
matrix in this case are real:

node : µ1,µ2,µ3 ∈ < and have the same sign

Similarly to the two-dimensional case, when all the eigen-
values are positive (negative) the node is unstable (stable).

saddle : µ1,µ2,µ3 ∈ < and have both signs

When there is at least one positive and at least one negative
eigenvalue the equilibrium is called saddle and it is always
unstable.

focus-node : µ1 ∈ <, µ2,µ3 are complex conjugates and all
have same sign real part

The equilibrium is unstable (stable), when the real part is
positive (negative).
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2.1 dynamical systems 11

Saddle-Focus Stable Focus-Node

Stable Node Saddle

Figure 3: Phase portraits of a selection of three-dimensional equilibria.

saddle-focus : µ1 ∈ <, µ2,µ3 are complex conjugates and
Re{µ1},Re{µ2} have opposite sign to µ1

In this case the EP is always unstable.

The above classification concerns only stationary solutions with
eigenvalues of non-zero real part which are called hyperbolic. EP
that have one or more eigenvalues with zero real part are called
non-hyperbolic and play an important role in the qualitative
changes of a system under parameter variations.

Periodic solutions and stability

A solution v of a dynamical system is called periodic if it repeats
itself every time tPER (period) such as v(t+ tPER) = v(t) ∀ t. The
periodic orbit in the state space is a closed trajectory called cycle.
An isolated closed trajectory is called limit cycle, meaning that its
neighbouring trajectories are not closed but spiral either towards
or away from the limit cycle.

Similarly to an EP, an important characteristic of a limit cycle is
its stability properties. A stable limit cycle is one which attracts
all neighbouring trajectories as time approaches infinity. Such
limit cycle is called attractor. On the contrary, a limit cycle is
unstable, if all neighbouring trajectories are repelled by it.

The analysis of the stability of periodic solutions in smooth
systems can be determined mainly by two mathematical tools:
the Poincare map or the Floquet theory. The Poincare method, named
after the father of dynamical systems, Henry Poincare, is based
on the sampling of the state variables at discrete time points
on a Poincare surface and the subsequent study of the resulting
discrete-time dynamical system. On the other hand, Floquet the-
ory depends on the analysis of the eigenvalues of the Monodromy
matrix describing the solution of the system along a periodic or-
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Figure 4: Fictitious bifurcation diagram of generic state variable depen-
dant scalar measure [V] versus bifurcation parameter λ.

bit. Detailed analysis of the Floquet method is given in Chapter
3, where a novel stability analysis method for CMOS circuits is
introduced.

2.1.3 Qualitative changes under parameter variations

The evolution rule in most real-life applications depends on a set
of independent parameters which describe certain system prop-
erties. Examples for these parameters are the control voltage in a
voltage controlled oscillator (VCO), the input frequency of a fre-
quency divider, the transistor width of an inverter and the ambi-
ent temperature of a temperature sensor. Parameter dependence
can be even observed system-wide on chips using the advanced
scheme of dynamic voltage and frequency scaling (DVFS) [5]. In
many cases, knowledge of the behavioural changes that a system
undergoes when a parameter is varied is crucial for its smooth
and continuous operation.

The branch of dynamical systems related to the effect of pa-
rameter change in a system is called bifurcation theory. A bifur-
cation of a dynamical system is a qualitative change in its state
space dynamics under parameter variations. The term "qualita-
tive change" refers to the appearance of topologically inequiva-
lent structures in the state space. For instance, as a parameter
is increased in a system, a stationary stable EP may give birth
to a periodic solution or two new stable EP. The fictitious bi-
furcation diagram in Figure 4 shows the structural changes in
the state space as the bifurcation parameter λ is increased. The
corresponding legend describes the representation of stable and
unstable solutions used in this work.
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Not all bifurcations are directly observable in the state space.
For this reason, a distinction between local and global bifurca-
tions exists. When the analysis for the detection of a qualitative
change needs to be performed in a close neighbourhood of an EP,
the bifurcation is called local. On the contrary, when focusing on
a small part of the state space is not adequate but a complete
observation of the state space transformation is necessary, the bi-
furcation is called global. Closely related to the study of global
bifurcations are the notions of homoclinic and heteroclinic orbits.
An orbit Γ starting from a point x0 in the state space is called ho-
moclinic to an equilibrium xe, if the solution converges to xe as
time approaches ±∞. Heteroclinic to equilibriums xe1 and xe2
is an orbit that converges to xe1 as time approaches +∞ and to
xe2 as time approaches −∞.

The complete qualitative profile of a dynamical system under
parametric variations can be depicted on a bifurcation diagram.
This diagram is a useful way to concisely present information
about the behaviour of the system and the transitions to different
operating modes for a certain parameter range. One-parameter
bifurcation studies can be plotted on a two-dimensional plot,
where the horizontal axis is the varying parameter and the ver-
tical axis is a scalar measure V of some state variables. The se-
lection of V depends on the particular system and it is done
in a way that allows the display of maximum information on
the bifurcation diagram. For two-parameter bifurcations, a more
complicated three-dimensional figure, with two axes being the
parameters under investigation, can be generated.

The exhaustive identification and characterization of the struc-
tural information of a bifurcation diagram is non-trivial and for
many complex systems can not be performed at all. Numerical
algorithms based on continuation methods are implemented for
the solution of this problem. The initial step of a continuation
strategy is the location of an EP or a periodic solution for a spe-
cific parameter value. Then, by varying the parameter of interest
and successively solving the ODE system, a branch of solutions
is produced and the bifurcation diagram is plotted. Continuation
strategies (called homotopy methods) are also used as a means
of overcoming convergence difficulties on a circuit simulators
during the DC operating point analysis.

Bifurcations of equilibrium points

One of the most common local bifurcations involving EP in any
dimension is the saddle-node bifurcation (or fold bifurcation). This
phenomenon describes the collision and disappearance of two
equilibria in the state space and in the simplest form (normal
form) it can be characterized by the 1st order equation:

dv
dt = α+ v2

with a being the bifurcation parameter and v the state variable.
When a < 0, there is one unstable EP (saddle) and one stable
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Figure 5: Supercritical pitchfork bifurcation responsible for the onset of
bistability in a bistable element as the supply voltage exceeds
a critical value.

EP (node). As a approaches 0, the two solutions converge to the
same point and at the bifurcation point a = 0 they consolidate.
Further increase of a to the positive side of the real axis leads to
the annihilation of the solutions. Despite the qualitative change,
the residue of the catastrophe is still apparent in the state space
as the local region attracts nearby trajectories and delays their
evolution. The saddle-node bifurcation in higher dimensions is
quite similar to the 1st order case. The bifurcation takes place
in a subspace of dimension one while the remaining dimensions
simply attract or repel the solutions to that subspace. Finally, the
point in the bifurcation diagram where a saddle-node bifurcation
occurs is also called turning point because the solution seems to
"turn". There is no solution on one side but two solutions are
born on the other side of a turning point leading to a new branch.

A special case of the saddle-node bifurcation can be encoun-
tered when the two EPs in the state space rest on a homoclinic
loop. In this case, the vanishing of the saddle-node results in the
birth of a limit cycle. This global bifurcation is called saddle-node
homoclinic bifurcation.

A common local bifurcation which leads to the intersection
of two branches in the bifurcation diagram is the pitchfork bifur-
cation. This bifurcation is usually encountered in systems with
symmetry and its normal form is given by the following ODE:

dv
dt = α.v± v3

with a being the bifurcation parameter and v the state variable.
A distinction is made based on the sign of the cubic term of
the above equation. When the term is positive, the case is called
supercritical pitchfork bifurcation. For negative values of α there
is a stable EP and as the bifurcation parameter exceeds 0 the
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Figure 6: Andronov-Hopf bifurcation responsible for the onset of os-
cillation in a three-stage ring oscillator as the supply voltage
increases to nominal value.

initial branch turns unstable and two new stable branches appear.
Figure 5 shows this phenomenon on a bistable element under the
power-up operating phase. Initially, a stable EP exists in the state
space but as VDD exceeds a critical value the bifurcation signals
the onset of bistability. When the cubic term is negative, the case
is called subcritical pitchfork bifurcation. For positive values of α
there is an unstable EP and as the bifurcation parameter crosses
0 the initial EP is substituted by three new EPs, two of which
generate unstable branches and the third changes the stability of
the initial branch.

Bifurcations of periodic solutions

Periodic solutions undergo bifurcations that impact their exis-
tence, structure and stability properties. A commonly encoun-
tered bifurcation involving a limit cycle is the Andronov-Hopf bi-
furcation. It is a local bifurcation which denotes the birth or the
death of a limit cycle through the change of the stability of an EP
via a pair of purely imaginary eigenvalues. As in the pitchfork bi-
furcation, a supercritical and a subcritical case can be identified.
In the supercritical case, when the bifurcation parameter exceeds
the critical point, a stable EP becomes unstable and a rising am-
plitude limit cycle appears. On the contrary, a subcritical case re-
sults in the appearance of a stable EP and an unstable limit cycle
from an initially unstable stationary solution. The most common
occurrence of the Andronov-Hopf bifurcation is on the onset of
oscillation in ring oscillators. The bifurcation diagram of Figure
6 depicts the qualitative changes that take place as the power
supply VDD is increased from 0V to a constant value. Initially,
only a stable EP exists in the state space but as VDD crosses a
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critical value, which depends on process parameters and tran-
sistor sizes, a stable periodic orbit is created. Additionally, the
initial EP changes stability and turns unstable.

Another important type of bifurcation is the period doubling. It
involves only periodic solutions and it describes the creation of
a limit cycle having twice the period of the original orbit. In the
supercritical case, which is of interest in this work, as the bifur-
cation parameter crosses the critical value, a stable limit cycle
of period T bifurcates to an unstable limit cycle of the same pe-
riod, while a new periodic solution of period 2T appears in the
state space. Also, it is worth noting that a common pathway for
dynamical systems to irregular motion (chaotic behaviour) is a
succession of period doubling bifurcation.

2.1.4 Analysis of electronic circuits using dynamical systems theory

The mathematical toolbox provided by dynamical systems the-
ory has always been at the forefront on the analysis of electronic
circuits. Besides the fundamental formulation of differential alge-
braic equation (DAE) in all SPICE-like circuit simulators, plenty
of different mathematical tools are used to tackle specific circuit
problems related not only to the analysis but also to the design
of novel circuit structures.

In recent years, there has been an increasing amount of lit-
erature on the stability analysis of SRAM cells. The main part
of a typical SRAM cell is a pair of cross-coupled inverters and
its phase plane contains two stable EPs and one unstable EP
which is usually called metastable. Despite the simplicity of the
design, an SRAM cell is a nonlinear system governed by com-
plex dynamics. The goal of the stability analysis is to determine
the maximum amount of input noise that the cell can tolerate
without changing its state during the hold, read and write op-
erations. Traditionally, the characterization of an SRAM cell has
been done using the butterfly curves [6] generated by the simu-
lation of an equivalent static circuit. The result of this analysis is
the static noise margins which served the industry well for many
years.

Advances in the fabrication process and technology scaling
have considerably decreased the noise margins mainly because
of the accompanying scaling of the supply voltage. In addition,
increased process variability results in significant device varia-
tions that directly influence the stability margins. For these rea-
sons, the notion of dynamic stability margins was introduced,
trying to capture the nonlinear dynamical characteristics of an
SRAM cell and to provide important design information. Zhang
et al [7] apply dynamical system theory and based on a simple
ODE model for the SRAM cell derive a closed form expression
that determines if the perturbation induced by noise source of a
certain magnitude is suppressed or flips the state of the cell.
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Figure 7: Bistable element separatrix and trajectories starting from ran-
dom IC in the state space.

The main focus of the dynamic analysis is the location of the
separatrix in the state space. The separatrix can be regarded as
the set of points that drive the cell to the metastable state M. Ge-
ometrically, it is a boundary which separates the state space into
two areas S1 and S2 which correspond to two sets of IC that lead
respectively to the stable equilibria EP1 and EP2 (Figure 7). The
stability of the cell is lost when an external noise source forces
the state variables to cross the separatrix. A fast SRAM separa-
trix tracing algorithm with SPICE-level accuracy for the study of
the variability on a cell is presented in [8, 9]. First, the metastable
point is located and then the two sections of the separatrix are
traced by running two transient simulations with backward-time
integration. The IC for the simulations are taken by slightly per-
turbing the unstable EP to the opposite directions of the sepa-
ratrix branches. Unfortunately, the accuracy of this method is
accompanied by a high level of complexity for the implementa-
tion, as an alteration of the SPICE simulator code must be done.
A trade-off between a speed and complexity can be achieved by
an alternative method presented in [10], which does not require
a custom simulator. The basic characteristic of this approach is
the generation of a two-dimensional vector field for an SRAM
cell by running a set of DC simulations. The sepratrix is then
traced by vector interpolation starting at the neighbourhood of
the metastable point. An advantage of this method is that it can
successfully be applied to an arbitrary SRAM cell.

Circuit analysis based on dynamical system theory has also
been extensively applied to the field of synchronization and arbi-
tration of digital systems. In its most basic form, a synchronizer
is nothing more than a two-input latch connecting two different
time domains on a chip. Similar in structure to an SRAM cell,
the core of its operation is a bistable element responsible for an
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Figure 8: Metastability illustration on a Jamb latch synchronizer [11].

unstable solution in the state space which is the reason for the
highly undesirable phenomenon of metastability. When the time
difference of the two synchronizer inputs is below a critical value,
the resolution time of the synchronizer can increase considerably
because the solution of the system is led to the bottleneck intro-
duced by the metastable point. Figure 8 illustrates this behaviour
on a Jamb latch used as a synchronizer both with a signal plot of
the node voltages versus time and with a plot on the AB space
where the stable EP and the metastable point are clearly visi-
ble. The modelling of metastability is done using a small-signal
ODE model for the cross-coupled inverter pair [11] and the quan-
titative characterization of this phenomenon is achieved by the
expression of mean time between failure (MTBF) .

The most prevalent way to analyse a synchronizer behaviour
and calculate MTBF is simulation based on numerical integra-
tion. However, increasing operating frequencies make the cal-
culation of the low synchronizer failure probabilities difficult
because of the numerical instability errors due to the floating-
number resolution of the simulators. A solution for this problem
is offered in [12] where the authors propose a custom simulation
method that combines the traditional simulation with a small-
signal dynamical model for the operation around the unstable
EP.

A small signal ODE model was also introduced for the analy-
sis of the three-way arbiter in [13]. The authors initially classify
all possible stable and unstable states of the circuit depending of
the input combinations. Then, they discuss a treacherous oscilla-
tory state which can undermine the correct operation of the cir-
cuit (Figure 9). They conclude with the presentation of findings
about the effect of different circuit parameters (asymmetry in
capacitive load, transconductance, parasitics) based on the ODE
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Figure 9: Simplified tri-flop circuit and plot of the node voltages dis-
playing the onset of oscillatory behaviour [13].

model of the circuit. Maevsky et al in [14] extend the analysis by
providing a detailed set of oscillatory conditions using a more
accurate dynamical circuit model.

In general, bifurcations are regarded undesirable phenomena
because they alter the predefined behaviour of a system. Nev-
ertheless, qualitative changes in the state space via parameter
control can give birth to new ideas for applications that take
advantage of these occurrences [15]. The authors of [16, 17] ap-
ply rigorous dynamical systems theory and propose a method
for the stability analysis of periodic orbits in DC-DC converters
based on the ODE model of the circuit. They also describe the
bifurcation that takes place as the input voltage is increased and
propose a converter for the delay of the bifurcation based on the
valuable information extracted by the dynamical analysis. A case
where the occurrence of a bifurcation is beneficial for the circuit
is given in [18] where a novel CMOS differential positive feed-
back amplifier is analysed. According to the amplifier’s dynam-
ics described by the nonlinear model of the circuit, the author
proves that detecting the critical point and digitally tuning the
circuit’s parameters during operation in order to keep the operat-
ing point near the bifurcation area, is an effective way to increase
the amplifier gain. In another study [19], the different modes of
free-running oscillators are analysed and dependence of their
stability properties on circuit parameters such as bias voltages is
studied using bifurcation theory. It is worth noting that bifurca-
tions can also used as a means of circuit synthesis. Researchers
in [20] designed a silicon neuron with controlled spiking based
on a saddle-node bifurcation. The nullcline-based methodology
assists the circuit synthesis and enables the biasing of a circuit
to the desired section of the parameter space. Finally, authors
in [21] provide a qualitative analysis for a toggle element under
input frequency variations. A detailed analysis with a similar ex-
ample using the stability analysis proposed in this thesis can be
found in Chapter 3.

As it was described earlier, bifurcations are the means for the
transition from a stationary or regular motion to an irregular
motion called chaos. Chaotic behaviour has traditionally been
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Figure 10: Network diagram of autonomous Boolean network and re-
sulting bifurcation diagram under variable supply voltage
VCC) [23]. The "time between rises" refers to the time dif-
ference between two successive rising transitions of a node
voltage of the network.

observed in many microelectronic circuits. For instance, in an
older study [22] chaotic behaviour is observed in a CMOS ring
oscillator. Although many occurrences of chaos have been de-
scribed, the general consensus is that in the micro- and nano-
regime chaotic behaviour is difficult to control.

Despite the difficulties in harnessing chaotic behaviours in
CMOS circuits, chaos has always been a fascinating subject for
scientists and researchers. Two of the latest developments in this
area are Boolean chaos and chaos computing.

Boolean chaos is a combination of deterministic chaos, a fast
divergence of solutions starting in nearby IC in the state space,
and Boolean networks, a simplified description of nonlinear net-
works using a switch-like behaviour [24]. The application of the
theoretical findings of Boolean chaos was demonstrated in an au-
tonomous network of three basic XOR gates connected to each
other with independent delays (Figure 10 top). In [23], it is shown
that the consideration of the power supply as bifurcation param-
eter in the circuit leads to windows of periodic behaviour among
a plethora of chaotic orbits in the bifurcation diagram (Figure 10

bottom). The ultra-wideband frequency spectrum of this circuit
is proposed as an inexpensive source in spread-spectrum com-
munication systems.

Chaos computing [26] is a general theoretical framework for
the exploitation of chaotic behaviour in favour of computational
flexibility. The main idea is the usage of a single polymorphic
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Figure 11: On the left side, schematic representation of a morphable
gate with two inputs and one output. The functionality of
the gate (AND, OR, XOR) can be controlled by the global
control voltages VT ,VT2 and VT3 through an analog mul-
tiplexer. On the right side, comparison between a conven-
tional NAND gate and a chaogate VLSI implementation
[25].

chaotic element described by a nonlinear ODE model for the
emulation of many different logic gates and the ability to select
among a set of operating behaviours by controlling an external
system parameter. An element based on the above principle al-
lows a flexible and dynamic system architecture which can offer
a wide range of advantages in comparison to current reconfig-
urable systems (e.g. FPGA). The study in [27] presents a circuit
implementation using discrete components and show how the
dynamic control of an external voltage signal determines the
logic operation of a generic logic gate (chaogate Figure 11). Ad-
ditionally, the authors of [25] claim that a proof of concept VLSI
chip was able to perform according to theory and managed to
change its arithmetic functionality (multiplier, adder) in less than
one clock cycle.

In another study, a nonlinear approach for controlling chaos
in a PLL is proposed [28]. The control algorithm and the mathe-
matical methods are presented in detail, although verification of
the findings is given only by simulations.

2.2 formal verification of analog designs

2.2.1 Introduction

Formal verification is a systematic process of ensuring through
exhaustive algorithmic techniques that a design implementation
satisfies the requirements of its specification [29]. This definition
captures some important elements: systematic, exhaustiveness,
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specification. The verification engineer initially specifies a set of
properties that need to be checked, such as temporal logic ex-
pressions. The properties that need to be checked are then input
in a verification tool that applies different algorithms on the de-
sign model which can be mathematically described in a plethora
of ways (differential equations, symbolic, hybrid etc.). These al-
gorithms exhaustively explore the design model until initial set
of properties is verified or disproved. The main advantage of
formal verification methods is the exhaustiveness of the final re-
sult. If the mathematical representation of a system is correct and
the set of properties precisely characterize the required specifi-
cations, then the engineer can be certain that the result of the
analysis is valid throughout the given design space.

In recent years, formal approaches have gained ground and ut-
terly advanced digital circuit design. Standard simulation based
techniques have been reinforced by newly developed algorithms
that can handle Boolean functions. These advances led to the
radical update of the digital design flows and the integration of
novel CAD tools that allowed the verification and fabrication of
designs consisting of hundred of millions of devices.

Despite the advances in digital design, formal verification of
AMS designs is still lagging. The most prominent verification
method for circuit blocks such as operational amplifiers, com-
parators, A2D converters and VCO is still SPICE simulation. Al-
though updated computing and modelling algorithms which can
exploit multicore computing environments can be found in state
of the art commercial simulators (Cadence APS simulator), the
foundation of the analog circuit verification remains similar to
the foundational principles of the first SPICE simulator many
decades ago.

The answer to the question, "Do analog designers need novel
formal verification methods?", is quite straightforward. The chal-
lenges for AMS designs have been constantly increasing during
the last years. On a fundamental level, most fabrication processes
are not analog-friendly as they are optimized for the digital part
of the circuit. Also, technology scaling introduced many addi-
tional variables that need to be taken into account during the
design and verification phase. Process, voltage and temperature
variations span wide operating ranges. Moreover, physical ef-
fects not prominent in previous technology nodes start to play
an important role and they must be accounted for.

The correct operation of the circuit across the many corners of
the design space needs to be verified. Currently, this is achieved
by running a large amount of simulations which is extremely
time consuming. Moreover, the results of the simulation runs
cannot be considered exhaustive. For example, even if a design
under test is simulated for a large number of parameter values
and successfully meets the specifications, the designer can never
be certain that the actual design will still function properly af-
ter fabrication because a certain untested parameter value may
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lead to a failure. Formal verification of AMS designs can improve
the predictability and allow correct by design circuits. The main
problem with the application of digital domain formal methods
to the analog domain is the continuity of the voltage and current
variables which represent useful circuit quantities.

Verification methods for analog circuits can be grouped into
two main categories: simulation and formal verification. SPICE
simulation is still the verification cornerstone for analog designs.
In order to better cover the expanded verification space, the ana-
log designer uses methods such as corner and Monte Carlo anal-
ysis. In corner analysis, the design under test (DUT) is simulated
under all process corners and the verification is successful when
the specifications are met in every corner. Apart from the inabil-
ity to guarantee correct circuit operation for the whole continu-
ous parameter space, this method often leads to overdesign. On
the contrary, Monte Carlo analysis generates statistical distribu-
tions based on a large number of simulation runs. Regardless of
total simulations the design can never be exhaustively verified.

Formal analog verification can be split into theory proving
methods and state space exploration methods. In theory prov-
ing, a mathematical proof that the specifications are met by a
model is constructed using inference rules and axioms. Satisfia-
bility Modulo Theory (SMT) solvers are usually used in theory
proving. A disadvantage of this method is the high dependence
of the outcome on the correct problem understanding and input
generation by the user. State space exploration methods can be
easily automated but suffer from the state explosion problem,
which can be alleviated in certain problems by abstraction and
refinement techniques [30]. These methods can be further split
into equivalence checking and model checking. On one hand, in
equivalence checking, the outputs of two different models are
compared for a set of similar input conditions without the need
of a mathematical proof. On the other hand, in model checking
all possible behaviours of a design are described by a transition
system that covers the state space.

Verification of analog and AMS designs using formal tech-
niques is difficult to follow a generalized scheme because of
the different analyses (DC operating point, transient, AC, period
steady state (PSS) etc.) and the numerous properties needed to
be verified. Ideally, the input of a formal verification algorithm
would be a netlist and a set properties that need to be proved
and the output a YES/NO answer with some additional hints
for the alteration of design in case of a negative output.

In this work, exhaustive detection of the operating points of
a circuit is required in order to prove correct functionality. The
analysis used by state of the art simulators for the establishment
of the DC operating point of a circuit is called DC analysis. Its
main drawback is the local nature of the search algorithm which
only returns one operating point depending on the initial solu-
tion guess. In this section, the DC analysis of the SPICE simulator
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Figure 12: Flowchart for the DC algorithm in SPICE simulators.

is presented in detail in order to elucidate the problems that may
arise by its use. The formal approaches in the literature that at-
tempt to substitute or augment DC analysis follow. Completing
the bigger picture, this section closes with the main advances in
the formal analog verification accompanied by the application of
the techniques in real life examples.

2.2.2 Locating equilibrium points

DC operating point algorithm

DC analysis is used to establish a single operating point of the
circuit under verification. It is an important analysis, either as a
stand alone tool or as an initial step for the successful completion
of other analyses such as the transient, the AC and the PSS.

As the notion of time does not exist in DC analysis, capacitors,
inductors and time varying supplies receive special treatment.
By default, the capacitors in the circuit are replaced with open
circuits (0F capacitance), the inductors are replaced with short
circuits (0H inductance), the static supplies operate under their
nominal values and only the DC component is used for the time
varying signal sources.

DC analysis is an iterative process of circuit linearisation and
solution until certain convergence criteria are met. The basis of
the analysis is KCL enhanced by KVL equations where necessary.
Using nodal analysis, the matrix equation:
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Figure 13: Graphical representaion of the Newton algorithm.

Y · v = J

which describes the circuit is constructed. Y is the nodal ad-
mittance matrix, J is the current source vector input and v is the
input vector of the node voltages. The elements of the nodal ma-
trix equation are filled by the simulator in a procedural way. The
contribution of each circuit element is characterized by a matrix
stamp and its location in the nodal matrix is defined by the con-
nection of the element terminals to the circuit nodes as described
in the circuit netlist.

DC analysis is straightforward in circuits with only linear com-
ponents. Nonlinear devices such as diodes, CMOS and BJT tran-
sistors add an extra linearisation step in the nodal equation con-
struction. For these devices the simulator based on the model
equations calculates a linearised equivalent set of values (Geq,
Ieq) which functions as a matrix stamp. For the linearisation of
the nonlinear components, the Newton-Raphson method is used.
As the exact operating point of nonlinear devices is not known,
an initial guess for the Newton-Raphson iterations is chosen by
the simulator based on the estimated operating region that is set
on the device. An overview of a typical DC algorithm for SPICE
simulators is presented in Figure 12.

The iterative linearisation procedure can be graphically seen
in Figure 13 on the simple diode-resistor circuit. The diode equa-
tions are used to calculate the tangent G1 and the ID axis in-
tercept of the tangent Ieq1 at the first guess V1. These are used
along with the resistor and supply to construct and solve the
matrix. This gives a new voltage V2. This is the first Newton-
Raphson iteration. From this second voltage, the tangent to the
curve is calculated again. The first derivative of the diode curve
equation supplies the slope of the tangent G2. The Y axis inter-
cept Ieq2 is calculated as well. The new matrix derived from the
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Figure 14: Proposed flow for the analysis of DC operating points [31].

circuit can now be constructed and solved. From this matrix, a
new solution V3 for the operating point is calculated. This is the
end of the second iteration.

In this example, each time the solution gets closer, but the
exact solution can never be achieved. The simulator stops iter-
ating when certain convergence criteria are met. These criteria
are based on the difference between two successive iterations for
the nonlinear branch currents, the node voltages and the KCL
on each node. They are controlled by a set of variables set by the
user (IABSTOL, VABSTOL, RELTOL).

The convergence of Newton-Raphson method is not guaran-
teed for every circuit. In case of non-convergence, the simulator
resorts to continuation methods controlled by the homotopy pa-
rameter. These methods modify the circuit so that the solution is
easy to compute and then gradually change the circuit back to its
original form. The default option gmin stepping works as follows.
A simulation is performed with 1 Ohm resistors placed in paral-
lel with all nonlinear devices making the circuit very linear, so
the simulator will succeed in calculating the voltages. If the solu-
tion does not converge, the gmin resistors are lowered in stages
until 1mOhm is reached. When convergence is reached, the sim-
ulator slowly increases the value of the resistors while using the
previous solution as the first guess for the current solution. The
simulator continues to increase the value of the gmin resistors
until they reach the value set by gmin.

Finding multiple DC operating points

Zaki et al [31] present a novel flow for the analysis of DC oper-
ating points. A set of public tools (HySat, IntLab, EigTool) along
with the proprietary OOmpsice symbolic circuit model genera-
tor is used (Figure 14). Initially, a symbolic circuit model is gen-
erated by OOmspicce and fed into HySat in combination with a
set of state space constraints. HySat is an unsatisfiability solver
for boolean combination of arithmetic constraints and its out-
put are a set of intervals that may contain a DC operating point.
The regions identified by Hysat are then further refined by Int-
Lab. For the hyperrectangles that contain an EP, a Jacobian inter-
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Figure 15: Comparison between SPICE and SAT-based circuit simula-
tion [30].

val matrix is produced and the concept of matrix pseudospectra
is used in order to check for stability. Finally, the spectrum is
plotted using the EigTool. Although this method was success-
fully applied to a series of trivial circuits, it still carries a few
drawbacks. Firstly, OOmspice creates a symbolic representation
of the circuit using simple transistor equations. In practice, due
to this limitation the results of the analysis can never reflect the
actual DC operating points of a real life circuit. Also, symbolic
circuit models are known to have inherent scalability problems.
Secondly, the proposed flow integrates many tools from differ-
ent areas and the increased complexity is a limiting factor for its
practical application.

Tiwary et al [30] also use boolean satisfiability methods for the
detection of DC EP. They present a SPICE-like simulator called
fSpice that solves the multiple DC operating points problem as a
satisfiability problem. The basic differences to the conventional
SPICE flow can be seen in Figure 15. A transistor level netlist is
generated and given as an input to the solver (Yices [32] is used
in this study). The analysis of the netlist automatically creates a
set of constraints based on the fundamental KCL equations that
is also used by traditional SPICE engines. The V-I nonlinearity
imposed by the circuit elements is captured as conservative ap-
proximations in the form of tables and since the input is a set of
intervals, the output is a set of interval as well. The SAT-Solver
exhaustively searches the state space for intervals with potential
solutions. The final output is a set of intervals that may contain a
solution. The uncertainty exists because the conservative way of
creating the V-I tables. An advantage of this method is the fully
automated flow that does not need user intervention and also the
ability to create custom constraints based on parameters such as
W, L, tox etc. A detailed analysis of this method is presented in
Chapter 4.
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Authors in [33] present a pen and pencil approach for the de-
tection of all DC points in an even stage ring oscillator. The analy-
sis begins with the formulation of a set of KCL equations for each
node of the circuit and the DC EP are located by searching where
the total current flowing into each node is zero (dVdt = 0). By tak-
ing into account simple observations about the monotonicity of
the transistor current, the authors first simplify the problem to a
search in a two-dimensional space and then further reduce it to
a one-dimensional search. The major advantage of this approach
is the simplicity both in terms of understanding and application.
On the negative side, this method is mainly applicable to struc-
tures baring similar characteristics as the even stage ring oscilla-
tor analysed in this study and it is difficult to be generalized.

In a more broad overview of the DC analysis literature many
studies based on a wide variety of ideas attempt to find most
operating points of a circuit. Initially used in diode and BJT cir-
cuits [34], a mathematical concept called deflation is applied to
CMOS circuits [35]. The main characteristic of this approach is
the modification of the equations describing the circuit in order
to avoid the already calculated solutions and retain only the re-
maining solutions. Although not formal in nature, in most of
the analysed circuits the DC op number agrees with the expecta-
tions. On a completely different approach, Crutchley and Zwolin-
ski [36] propose the use of ideas from evolutionary computing
for the detection of multiple EP. In particular, they show how
Evolution Strategies and Differential Evolution can be applied to
DC analysis and they present the advantages over the Newton-
Raphson method. A new hybrid algorithm called Differential
Evolution Initialized Newton-Raphson that has the advantages
of both worlds is proposed and a custom built SPICE compat-
ible evolutionary circuit simulator (Evolutionary Analogue Cir-
cuit Simulator) is presented.

2.2.3 Verifying other properties

As the formal analog verification methods are not yet mature
enough in order to be implemented in a generalized verification
framework, the scientific literature is abundant in ad hoc solu-
tions. Most of these solutions tackle very specific verification
questions and they can be applied on restricted circuit classes
only. Their fundamental difference is the modelling approach
which is the basis for the subsequent analysis techniques.

Significant advances in analog verification methods have been
achieved by Yan and Greenstreet [37, 38, 39] with their Coho ver-
ification tool. Their analysis is based on a reachability method
for verifying real circuits. In general, given a system with a pre-
defined set of rules T and acceptable states, reachability refers
to whether a specific state is reachable from an initial state by
successively applying T . In Coho, an approximation of the non-
linear ODE model ẋ of the circuit is generated by using linear
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Figure 16: Projectagon representation in three-dimensional space [37].

differential inclusions of the form Ax+ b− u 6 ẋ 6 Ax+ b+ u

and the reachable space is expressed in terms of projectagons
which are projections of high-dimensional polyhedra onto high-
dimensional subspaces (Figure 16). The inequalities introduced
by the modelling approach are expressed as linear programming
inequality constrains, efficiently solved by Coho’s linear solver.
Because of the overapproximation of the reachable space the re-
sults of this analysis are sound and formal in nature. Coho has
been successfully used for the verification of a high speed toggle
element and also for an arbiter circuit.

Circuits exhibiting periodic behaviours are attractive candi-
dates for reachability methods. Verification of cyclic properties
can be done by proving the existence of a cyclic invariant. In
plain words, it must be shown that all behaviours starting from
a set of initial states T return to a subset of T . The aim of the for-
mal verification of oscillator properties is to expand the single
trajectory produced by traditional simulation techniques (shoot-
ing method, harmonic balance) and to consider multiple traces
in the neighbourhood of the periodic orbit simultaneously. In
[40], the dynamics of a differential VCO are modelled using
the PHAVer solver. PHAVer operates on linear hybrid automata
(LHA ) which by definition contain both discrete and continu-
ous components. Similarly to differential inclusions, LHA are
characterized by a set of states and linear inequalities defining
transitions. For the computation of the reachable states, PHAVer
uses a polyhedral representation and overapproximation based
on affine dynamics. The novelty of this research is the imple-
mentation of forward and backward abstraction refinement tech-
niques for the faster and more computationally effective calcula-
tion of the behavioural invariants in situations where using only
forward reachability fails to produce a successful result. Figure
17 shows a comparison of the basic forward reachability analysis
algorithm against the enhanced version with forward/backward
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Figure 17: Comparison of typical forward reachability analysis with
ehnanced forward/backward refinement version in VCO
[40].

refinement. In the first case the solver failed to calculate an in-
variant (yellow stripe) but using forward/backward refinement,
a set of final states confined in the IC set were computed and an
invariant was proven (green stripe). Although these techniques
can be extended to include parametric variations, it is worth not-
ing that they currently use a basic transistor model.

A different modelling approach for AMS designs focusing on
overcoming the problems of previous models (timed automata,
timed Petri nets, hybrid automata, hybrid Petri nets) targeting
the VHDL-AMS compiler is presented in [41]. The labelled hy-
brid Petri nets (LHPN) model is used for the verification of
a switched capacitor integrator circuit. The advantage of this
model is that it can be easily generated by a standard hardware
description language for AMS circuits or even directly from sim-
ulation results. Verification of LPHN properties is achieved using
reachability analysis and a novel algorithm using a process that
allows zones to describe continuous variables changing at vari-
able rates is presented. The major bet of this methodology is the
additional improvements to tackle the scalability problem.

In a more analog-centric formal verification domain, many
researches propose solutions to different problems. Steinhorst
and Hedrich [42] propose the improvement of the verification
coverage of analog circuit blocks by state space guided simula-
tion by developing a property verification and an equivalence
checking methodology. Their analysis is based on the transfer of
the continuous state space of the circuit described by modified
nonal analysis (MNA) equations of the form f(ẋ(t), x(t),u(t)) =
0, where u(t) is the input signal, to a discrete graph data struc-
ture. Effectively, the state space is partitioned into areas of homo-
geneous behaviour represented by hypercubes and input stimu-
lus is generated by optimally visiting all discrete areas of the
state space. A top level of view the methodology can be seen in
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Figure 18: Analysis flow for the verification coverage of analog circuit
blocks by state space guided simulation using discrete state
space modelling [42].

Figure 18. The algorithm was successfully applied for the verifi-
cation of overshoot properties of a Sallen-Key biquad low pass
filter and also for the equivalence checking of a second order
delta sigma modulator to a simple behavioural model. The ad-
vantage of this methodology is the automated nature of the input
stimuli generation which can be accompanied by visual inspec-
tion from a verification engineer because of the transparency of
the analysis.

Focused on the formal verification in the presence of noise and
process variation, researchers in [43] model and verify an invert-
ing Op-Amp and a Band Gap reference circuit using MetiTraski.
MetiTarski is an automatic theorem prover based on a combina-
tion of resolution and a decision procedure for the theory of real
closed fields. Starting from an ODE description of a circuit, a
stochastic process representing the noise behaviour is included
in the equations. The resulting set is a system of SDE that can be
fed in the solver along with a representation of the verification
property as an inequality over special functions. The proposed
approach is limited to linear invariant designs and requires man-
ual labour for the generation of the SDE.

On a similar subject, Grabowski et al [44] propose a semi-
symbolic modelling and simulation approach in order to tackle
the problems of device mismatch and process variation. They re-
formulate the basic MNA equations in order to include vectors
containing parameter expressions based on affine arithmetic. The
result of the simulation is not a single trace but a range capturing
all potential simulation results obtained by varying a parameter
in a certain range. A proof of concept simulation is presented on
an active bandpass filter but the complexity of the methodology
and the need for a custom simulator is a major disadvantage.
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2.3 voltage sensing

2.3.1 Introduction

In recent years, increased demand for high performance appli-
cations has paved the way for the proliferation of System-on-
Chip (SOC) designs which provide a common ground for the
integration of different building blocks on the same chip. The co-
existence of the analog and the digital domain rendered multiple
power supply levels necessary. Furthermore, advanced schemes
such as the dynamic voltage and frequency scaling [45] can dy-
namically adjust the supply voltage to predefined levels in order
to optimise the performance and power profile of a design.

In addition to the recent advances in high performance appli-
cations, the emerging field of energy harvesting systems [46, 47]
has gained the interest of the research community. These systems
depend on unpredictable power sources and the determinism of
the power supply can not be guaranteed. The most common de-
sign consists of a series connection of an energy harvester fol-
lowed by a rectifier and a DC-DC converter charging a superca-
pacitor, which acts as the power supply for the load. The main
disadvantages of this design are the large energy loss on the
converter and the need for an off-chip capacitor. Novel ideas to
tackle these problems include the proposal to completely remove
both the converter and the capacitor in order to power the load
using an AC power supply directly from the rectifier [3].

Power supply voltage and internal subsystem voltages can no
longer be considered static parameters in a system. For this rea-
son, constant monitoring of the operating conditions must be
performed in order to allow for an optimal decision making pro-
cess. In most cases, monitoring can be efficiently implemented
using voltage sensors. The detection of a specific voltage level
and the generation of a signal for the communication of that
event is called voltage sensing. Voltage sensing can mainly take
two different forms according to the desired functionality. On
the one hand, if a single voltage level needs to be detected, the
voltage sensor will output a single activation signal as the spe-
cific voltage threshold crossing takes place in either direction.
On the other hand, if a node voltage needs to be constantly mon-
itored, the voltage sensor will output a monotonic digital code
corresponding to the entire monitoring voltage interval.

Voltage sensing is a necessary process in a wide range of appli-
cations. Naturally, this leads to the development of many differ-
ent designs in order to meet a diverse set of specifications. One
of the most important characteristics of a voltage sensor is the
response time which is defined as the interval between the time
a specific voltage value registers in the circuit and the time an
output signal from the sensor is generated in order to inform
another block about that event. In case of a continuous moni-
toring block using a digital code for each sensed voltage level,
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the resolution of the sensing plays a crucial role. The resolution
can be defined as the voltage interval that corresponds to two
successive digital codes and depending on the application it has
to fulfil certain criteria. Higher resolution results in a more ac-
curate representation of the voltage levels to be sensed, albeit
increased accuracy usually is a trade-off and it negatively affects
other specifications. Another important consideration in the de-
sign of voltage sensors is the need for a stable voltage reference
or lack thereof. Stable references are hard to be obtained in en-
ergy harvesting environments and thus reference-free operation
is a major advantage. Finally, the generic specifications of power,
area and resilience to PVT variations cannot be neglected. Power
consumption during operation for continuous monitoring sen-
sors and during stand-by mode for threshold crossing sensors
should be kept to the minimum. Also, area is directly related
to the complexity of the sensor. The use of analog components
such as resistors and capacitors involves a huge area penalty and
should be avoided.

2.3.2 Voltage sensors

The main term in the literature used to describe voltage sensors
detecting a specific voltage threshold crossing is Power-on-Reset
(POR). POR can be either used as an independent monitoring so-
lution in energy harvesting systems in order to notify the rest of
the circuit about supply voltage fluctuations or as a component
of a system wakeup circuit which is used during the power-on
procedure in high performance applications in order to provide
predictability in the initial conditions for the system.

In [51] a POR design (Figure 19.D) for reliable power-on op-
eration consisting of only three transistors and two capacitors
is proposed. The input to the circuit is the rising power supply
with a wide range of final values and the output is a pulse of
a desired width after a programmable delay dt. Moreover, many
delay elements can be cascaded in order to produce a longer
delay which may be useful in some applications. Although the
main consideration behind this design is not to monitor specific
voltage levels but rather to generate a delayed pulse following
the supply voltage during ramp-up, the low power consump-
tion, the relatively low layout footprint and the wide operating
range make it a viable solution for a wide range of applications.

The divergence of the two nodes in a cross-coupled pair of in-
verters from the metastable point to the two stable EP in the state
space during power-up is caused by the various noise sources in
the actual circuit. This phenomenon is used in [48] for the gen-
eration of a signal notifying the rest of the circuit that a certain
voltage level was crossed. The nodes of the cross-coupled pair
are connected to an XOR gate and when the voltage difference
between them is more than a certain value, the XOR registers
that event and produces a high output (Figure 19.A). The capac-
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Figure 19: Five designs of POR circuits (A in [48], B in [49], C in [50],
D in [51] and E in [52]).

itor connected to the source of the pMOS transistors allows for
some programmability in the delay between detection of a cer-
tain supply voltage and the generation of the XOR output. De-
spite the simple design, the predictability of the operation due
to PVT variations cannot be guaranteed, so this design is not
appropriate for medium to high precision voltage detection.

A design termed Mode Selector and a modified version with
upgraded characteristics is presented by the authors in [49] and
[50]. The initial version (Figure 19.B) consists of two resistor lad-
ders that control the rising and the falling detection levels. When
a rising power supply crosses a certain threshold Vris, the POR
signal is enabled and it remains enabled until a lower thresh-
old Vfal is crossed in the opposite direction. In the modified
version of Figure 19.C, the resistors are replaced by active loads
which results in an improvement in the power consumption. Al-
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though this circuit can perform well in an energy harvesting en-
vironment for coarse detection of relatively high voltage levels,
accurately setting Vris and Vfal is inherently limited in smaller
technology nodes with lower supply voltages.

Figure 19.E shows another double-sided (detection of both ris-
ing and falling supply voltage) POR design which is a part of a
system wakeup circuit in [52]. A simple bandgap reference struc-
ture is used to minimise the effects of process and temperature
variations and by connecting it to a feedback loop with the VRC
signal, a falling power supply can also be detected. The POR out-
put signal can be generated for a wide range (1.1V-2V) of input
voltages but the complexity of the design and the use of analog
devices significantly increase both the active layout area and the
power consumption, thus restricting the use of this POR only to
specific applications.

Accurate voltage monitoring can be easily achieved with an
A2D converter which can translate a continuous voltage level to a
discrete value represented by a binary vector. Unfortunately, this
solution is highly intrusive and it cannot be used as the basis for
an on chip monitoring solution. It has many major disadvantages
such as the need for a stable voltage reference, large layout area
and increased power consumption, and it is not an appropriate
solution for most applications.

An alternative solution targeting mainly energy harvesting sys-
tems is presented in [53]. The main idea of the proposed design
(Figure 20.A) is the generation of a digital code for each sensed
voltage level by using the difference in the latency of two cir-
cuits powered by the same power supply. A speed independent
SRAM, whose read or write operation completion time depends
on the power supply is used as circuit 1. Circuit 2 is a sim-
ple chain of inverters with registers connected to every second
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node of the chain. The measurement begins with an input signal
which starts a read or write operation on the SRAM cell. At the
same time the value of the initial inverter is flipped. When the
SRAM operation finishes, the output of the flip-flops is read to
determine how many inverters changed stated. The number of
inverters tracks the power supply and the digital code generated
corresponds to a specific voltage level. Simulations showed the
viability of the method for supply voltages as low as 0.2V in a
90nm technology node but further studies that take into account
process and temperature variations are yet to be conducted.

An ultra low voltage sensor with resilience to process and tem-
perature variations is presented in [54]. The circuit (Figure 20.B)
consists of a series of current starved inverters and flip-flops con-
nected to every second inverter of the chain. A reference volt-
age of 0.5V powers the design and the variable voltage level to
be sensed is provided as an input to the pull-down section of
each inverter. A digital code is generated for each input voltage
between 0.3V and 0.5V . The resolution of the sensor is around
50mV .
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S TA B I L I T Y A N A LY S I S O F P E R I O D I C O R B I T S I N
C M O S C I R C U I T S

3.1 introduction

Periodic solutions are a common phenomenon in CMOS circuits
blocks. They can be observed in a wide range of circuit classes
such as amplifiers, mixers, filters and N-stage inverter oscillators.
Oscillating circuits can be either autonomous or driven depend-
ing on the presence of a time-varying external stimulus.

One of the most important characteristics of a periodic orbit
is its stability properties. The basic idea behind stability is that
after a small perturbation, the solution converges back to the
orbit. This perturbation from the initial orbit can be a result of
parameter variation that may happen in real time during circuit
operation (e.g. power supply fluctuation).

The stability of periodic solutions in CMOS circuits and dy-
namical systems in general is of major importance and failure
to account for it prior to fabrication may lead to system mal-
function. We often come across the term loss of stability. A loss
of stability is directly related to a bifurcation. It can be clearly
deduced by the presentation of basic bifurcation phenomena in
Chapter 2 that bifurcations are responsible for significant qual-
itative changes that lead to irregular behaviours in a circuit. A
common example is the "pulse swallowing" of the frequency di-
vider in a PLL block [1]. Proper characterization of the stability
and the stability margin of an orbit (the maximum allowable pa-
rameter variation that does not alter the stability properties) is
crucial.

In this chapter, we develop an algorithm for the stability anal-
ysis of periodic orbits in CMOS circuits based on fundamental
mathematical principles of dynamical systems. A transistor is
regarded as a voltage controlled current source described by a
quadratic short channel piecewise model (Section 3.2.1 ). A non-
smooth ODE model is constructed by applying KCL on the cir-
cuit and the stability properties are extracted based on the Flo-
quet theory. Because of the discontinuity of the model, the Flo-
quet method is complemented by the Filippov method which
guarantees the soundness of the results. The algorithm is imple-
mented using exclusively Matlab scripts. Additionally, the pro-
posed method is verified on an autonomous three-stage ring os-
cillator and an example of bifurcation detection due to stability
loss that demonstrates the value of the method is presented for a
high speed toggle element. The trade-off between accuracy and
complexity, the straightforward implementation and the sound-
ness of the final results are the main advantages of the pro-

37
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posed approach on the qualitative analysis of circuit oscillating
behaviour.

The PSS response of a circuit can be directly computed in
commercial simulators by either the Harmonic Balance in the
frequency domain or the Shooting method in the time domain
[66]. The stability properties of a circuit can be computed as a
by-product of the PSS analysis. Selting et al [67] use the provi-
sional results of Harmonic Balance to calculate the Monodromy
matrix and then the Floquet multipliers that determine the stabil-
ity. In a similar approach [68], using results from the Harmonic
Balance analysis, a pure frequency domain tool for the computa-
tion of the local stability of periodic solutions based on Floquet
Theory and Fourier series expansion is developed. Both of these
methods yield satisfactory results but their main drawback is
the complexity of the implementation. Obtaining intermediate
simulation results during PSS analysis requires access and mod-
ification of the internal algorithms of the simulator. In case of
state of the art commercial simulators, under the hood access is
not possible. Additionally, as loss of stability through bifurcation
is a qualitative phenomenon, the accuracy of the above methods
adds limited value to the extracted results. The same qualitative
results can be acquired by using a simple transistor model and
the mathematically sound and easily implemented method pre-
sented in this chapter.

The remainder of the chapter is structured as follows. In Sec-
tion 3.2 the basic short channel transistor model along with a
generic method for the construction of an ODE model for any
CMOS circuit is presented. Sections 3.3 and 3.4 introduce the fun-
damental mathematical tools used for the stability analysis algo-
rithm, namely the Floquet theory and the Filippov method. The
Matlab implementation of the stability algorithm is described in
3.5. Finally, 3.6 concludes the chapter with the application of the
algorithm to a three-stage ring oscillator and a toggle element
with variable input frequency.

3.2 circuit description

3.2.1 Transistor model

The fundamental building block of CMOS integrated circuits is
the transistor. In most semiconductor manufacturing processes
two types of transistors are mainly used: the pMOS and the
nMOS . Both types have four terminals, namely the gate G, the
source S, the drain D and the bulk B. The symbol used in the
schematic representation of circuits is shown in Figure 21. In re-
ality, transistors are symmetrical devices and the identification
of the source and the drain can be done only after the terminal
voltage levels are known. The applied gate voltage controls the
width of the conducting channel and thus the current flowing
through the device.
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The development of mathematical models for the simulation
of the actual transistor behaviour is a fundamental prerequisite
for the design of integrated circuits. The state of the art model
used by the vast majority of commercial simulators is the BSIM4

model [69]. It is a high accuracy complex model based on a set
of equations describing physical properties, process information,
temperature effects and several other physical properties. For the
complete characterization of the actual operation of CMOS de-
vices, a set of a few hundred user-defined parameters is included
in the BSIM4 model. However, the higher degree of complexity
leading to greater accuracy is accompanied by more complicated
algorithms and time-consuming simulations.

The transistor model selected for the work presented in this
chapter is an updated version of the classic quadratic model
for long channel devices. The initial version has been the in-
dustry’s standard for hand calculations for many years. The en-
hancements introduced take into account the velocity saturation
effects that are prominent in deep submicron devices. Using this
model, the transistor can be considered a voltage controlled cur-
rent source with three operating regions: cutoff, linear and sat-
uration. The subthreshold conduction mode could also be in-
cluded but it is omitted for simplicity. The drain to source current
IDS is a piecewise function of the terminal voltages. It should be
noted that this model does not take into account the bulk (B)
pin of the devices. Although trivial and with a small number of
parameters, this model captures the actual characteristics of the
real device with good precision. A comparison with the BSIM4

model is shown in Figure 22. The equations of the drain to source
current IDS for the three operating regions are the following:

Cutoff region

Icutoff = 0

, if VGS − VT < 0

Linear region

Ilinear =
W

L
· µe ·Cox

1+
VDS
Ec · L

· (VGS − VT −
VDS
2

) · VDS

nMOS pMOS

G

S

D

G

D

S

B B

Figure 21: nMOS and pMOS transistor symbols.
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Figure 22: Comparison between BSIM4 and short channel model.

, if VGS − VT > 0 and VSAT > VDS

Saturation region

Isaturation = υsat ·Cox ·W ·
(VGS − VT )

2

(VGS − VT ) + Ec · L
· (1+ λ · VDS)

, if VGS − VT > 0 and VSAT < VDS

where

W transistor width

L transistor length

υsat saturation velocity

µe carrier mobility

Cox gate oxide capacitance

Ec magnitude of the vertical field

λ channel length modulation effect

VT threshold voltage

VGS voltage difference between gate G and source S

VDS voltage difference between drain D and source S

Additionally, VSAT is the saturation voltage defined as:

VSAT =
(VGS − VT ) · Ec · L
(VGS − VT ) + Ec · L

The equations presented above are valid only for nMOS tran-
sistors. For pMOS transistors the source to drain current ISD can
be found by substituting VGS with VSG, VDS with VSD and the
negative pMOS threshold voltage VpT with | V

p
T |.
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3.2.2 ODE circuit model

The circuit analysis using a dynamical systems approach requires
the formulation of a representative ODE circuit model. All the
circuits discussed in this thesis consist exclusively of a set of
nMOS and pMOS transistors and as a result, the modelling will
be focused on capturing the dynamics of this specific circuit class.
However, additional elements such as resistors and capacitors
can be easily included in the model.

The basic tool for the construction of an ODE system for the
circuit is KCL. KCL states that the algebraic sum I of all the cur-
rents entering a node is equal to zero for every time instance t.
The node voltages serve as the state variables for the ODE system
and their introduction to the equations is achieved by assuming a
constant capacitance from every internal node to the ground. The
fundamental equation I = C · V̇ describing the current flowing
through the capacitor transforms the KCL equations into a sys-
tem of ODE. Additionally, a separation between internal nodes
and input nodes is assumed. Power supply, ground and external
time dependent signals compose the set of the input nodes.

Several assumptions were made in order to keep ODE circuit
model simple. First, each nodal capacitor represents the para-
sitic capacitance effects introduced by the transistors. In reality,
the value of the capacitance is variable and depends on the tran-
sistor terminal voltage levels. Second, each capacitor is assumed
to connect each node of the circuit to the ground. The actual par-
asitic capacitance profile of the circuits is more complicated and
includes direct connections between the circuit nodes. Finally,
the current flowing into the gate of the transistors is considered
negligible and is not taken into account in the calculations.

Putting the pieces together, let the voltages of the internal
nodes of a circuit be the state variables and the components of a
vector V . Applying KCL and substituting the transistor currents
using the model described in 3.2.1, the ODE model of the circuit
is V̇ = f(V(t)). In case of time dependent external inputs, the
system is non-autonomous and it is modelled by:

V̇ = f(V(t), t) (1)

This expression can be written :

V̇ = C−1 ·M · IDS(V(t), t) (2)

where

C diagonal matrix of the internal node capacitances to
the ground

M matrix of elements with values 0, 1, -1 depending on
the contribution of each transistor to KCL on each
node

IDS vector with the transistor currents
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If a circuit has N internal nodes and TR transistors, V ∈ RN,
C ∈ RNxN, M ∈ RNxTR and IDS ∈ RTR.

To elucidate the ODE model procedure, the bistable element
of Figure 23 is considered. Capacitances C1 and C2 represent
the lumped parasitic capacitance of each node. KCL is applied
to both nodes of the circuit giving the following two equations:

I1 +C1 · V̇1 = I2
I3 +C2 · V̇2 = I4

Rearranging yields :

[
V̇1

V̇2

]
=

[
C1 0

0 C2

]−1

·

[
1 −1 0 0

0 0 1 −1

]
·


I1(V1,V2)

I2(V1,V2)

I3(V1,V2)

I4(V1,V2)


The modelling of the current IDS as a piecewise function is im-

portant from a dynamical systems perspective. The ODE model
of the circuit will be non-smooth with the state space divided
into 3T different regions. These regions will be separated by
(3T − 1) hypersurfaces called switching manifolds.

3.3 floquet theory

Floquet theory provides the mathematical basis for the stability
analysis of a system. The basic characteristic of this method is
the direct observation of the evolution of a perturbation along
a periodic solution. This is achieved by the linearisation of the
periodic orbit using Taylor series expansion. Assume that a non-
linear smooth dynamical system

ẋ(t) = f(x(t), t) (3)

C1 C2

I1

I2

I3

I4
IC1
IC2

V1
V2

Figure 23: KCL in bistable element.
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with x ∈ RN exhibits periodic behaviour. Let the periodic so-
lution be xP(t) and the period T . At time t0, the IC xP(t0) is
perturbed to xPP(t0). The initial perturbation is expressed as
y(t0) = xPP(t0)−xP(t0) and the time dependent perturbation as
y(t) = xPP(t) − xP(t) . A graphical representation can be found
in Figure 24.

Thus, the perturbed trajectory is:

xPP(t) = xP(t) + y(t) (4)

Replacing in Equation 3:

ẋP(t) + ẏ(t) = f(t, xPP(t)) (5)

Expanding f(t, xPP(t)) about the time dependent unperturbed
periodic solution using Taylor series and discarding higher order
terms yields:

f(t, xPP(t)) = f(t, xP(t))+
∂f(t, xPP(t))
∂xPP(t)

∣∣∣
xP
·(xPP(t)− xP(t)) (6)

Replacing Equation 4 to Equation 6, Equation 6 to Equation 5,
using Equation 3 and rearranging yields:

ẏ(t) =
∂f(t, xPP(t))
∂xPP(t)

∣∣∣
xP
·y(t) (7)

The matrix Jac(t, xP(t)) =
∂f(t, xPP(t))
∂xPP(t)

∣∣∣
xP

is the Jacobian ma-

trix of the system around the periodic orbit that plays an impor-
tant role in the description of the effect of the initial perturbation
on the system. Due to the time varying nature of the Jac(t, xP(t)),
it is not generally possible to construct a closed-form expression
which can be used to determine stability. Equation 7 corresponds

time

x(t)

0

x (t )P 0

x (t )PP 0

y(t )0
y(t)

unperturbed orbit
perturbed orbit

T

Figure 24: Example of parallel evolution over time of an orbit and its
perturbed counterpart.
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to a linear system with n linearly independent solutions that can
be expressed in a matrix form:

Φ(t, t0,y(t0)) = [ϕ1(t, t0,y(t0)) · · ·ϕn(t, t0,y(t0))] (8)

The matrix Φ is called fundamental solution matrix (FSM) and
obeys Equation 7. Substituting Equation 8 in Equation 7:

dΦ(t, t0,y(t0))
dt

= Jac(t, xP(t)) ·Φ(t, t0,y(t0)) (9)

Equation 9 is a matrix differential equation and its solution can
be calculated numerically. For t = 0, Φ(0) is equal to the iden-
tity matrix I. The matrix Φ(T , t0,y(t0)) after time t = T is called
Modondromy matrix. The eigenvalues of the Monodromy ma-
trix, called Floquet multipliers, determine the stability of the sys-
tem. If the absolute value of the real parts of the eigenvalues lie
inside the unit circle, the perturbation will decay and the system
is stable.

In practice, apart from the significance of the Floquet multipli-
ers, the FSM Φ can be used for the calculation of the time de-
pendent perturbation along the periodic orbit between two time
instances ti and tf:

y(tf) = Φ(tf, ti,y(ti)) · y(ti) (10)

3.4 filippov method

The application of Floquet theory for the stability analysis of
non-smooth systems needs to be adjusted to account for their
special structure. The basic feature of a non-smooth system is
the multiple expressions of the vector field for different regions
of the state space. This category includes the ODE circuit model
described in detail in 3.2.1 because of the piecewise definition of
the transistor current.

The major addition to the mathematical formulation of 3.3 is
a more detailed treatment of the FSM at the time of vector field
change. Let the term switching describe the crossing from one re-
gion of the state to another. A problem arises because of the non-
unique definition of the FSM on each switching hypersurface.
Filippov provided a solution to this inconsistency by proposing
a matrix S to map Φ(tP−, t0, ,y(t0)) to Φ(tP+, t0, ,y(t0)). The
matrix S is called Saltation matrix and can be regarded as an FSM
from time tP− to tP+:

S = Φ(tP+, tP−) (11)

Filippov systems are part of discontinuous dynamical systems
which can be described by a set of first order ODEs with a discon-
tinuous right-hand side. Exceptional work on this field has been
conducted by Leine [70] who applied the theory on mechanical
and electrical systems. It should be noted that non-conventional
bifurcations can occur in Filippov systems but in this work the

[ February 17, 2014 at 23:28 – classicthesis version 4.1 ]



3.4 filippov method 45

V

Σ

-

V+

n

f
f

x(t)

+

-

Figure 25: Solution x(t) as the system crosses from region V− to V+
through the surface h and switches from vector field f− to
f+.

main objective of the application of Filippov method is to present
an accurate analysis in a mathematical sense.

Replacing Equation 11 in Equation 10, the Saltation matrix is
the connecting element between the time dependent perturba-
tion before and after the switching:

y(tΣ+) = S · y(tΣ−) (12)

The strict mathematical derivation of the expression for the
Saltation matrix has been calculated in [70]. It is:

S = I+
(f+ − f−) ·nT

nT · f− + ∂h
∂t

∣∣∣
tΣ

(13)

Consider Figure 25 for a graphical explanation of the terms in
Equation 13. Let V− and V+ be two regions of the state space
separated by the switching surface Σ. x(t) is the periodic so-
lution and f−, f+ the vector fields before and after the switch-
ing. Additionally, h(tΣ, x(tΣ)) is the algebraic expression for the
switching surface Σ and n is the normal to that surface. Finally,
I is the identity matrix. Assume a periodic solution x(t) of pe-
riod T for an ODE system with a distinct vector field for each
of its two state space regions R1 and R2. Also, let x(t) cross the
switching surface from R1 to R2 at time tΣ. Using Floquet theory
and accounting for the switching with Filippov’s method, the
Monodromy matrix can be composed as :

Φ(t0 + T , t0,y(t0))

= S2 ·Φ(t0 + T , tΣ+,y(tΣ+)) · S1 ·Φ(tΣ−, t0,y(t0)) (14)

where tΣ− and tΣ+ are the time instances before and after the
switching. It is evident from Equation 14 that the composition of
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ImportxNetlist

Construct
ODExmodel

CreatexSymbolic
Representation

SolvexODE

Identify
SwitchingxEvents

Calculate
SaltationxMatrix

Calculate
Fundamental

SolutionxMatrices

Calculate
MonodromyxMatrixxandxEigenvalues

Figure 26: Flow chart of the stability algorithm implementation.

the expression for the Monodromy matrix can be generalized for
any number of crossings to different regions of the state space
by calculating the Saltation matrices of the switching events.

3.5 implementation details

The method for the stability analysis of CMOS circuits was imple-
mented using Matlab scripts. An overview of the different blocks
is presented on the flow chart in Figure 26. Initially, a SPICE-
like netlist containing information about device parameters, cir-
cuit description and simulation details is created. Then, the ODE
model of the circuit is constructed. Finally, all time dependent
terms and functions of those terms, namely the node voltages,
the transistor currents, the saturation voltages and the input sig-
nals as defined in Equation 2, are represented by symbolic vari-
ables. This representation is advantageous for the calculation of
the switching hypersurfaces and the Saltation matrices. In gen-
eral, using symbolic variables in simulations of large systems is
computationally prohibitive but in this work we are mainly in-
terested in circuit blocks comprised of only a few transistors. For
this reason, symbolic calculations do not pose a constraint and
can be used effectively.
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The solution of the ODE circuit model is calculated using nu-
merical simulation and the initial value problem is solved using
Matlab. The initial solution of the simulation is any reasonably
selected point of the N-dimensional state space. The simulation
is run for an arbitrary time and is stopped when periodic be-
haviour is observed. The solution points of one complete period
are then interpolated and all the time instances where switch-
ing events occur are identified. The switching hypersurfaces for
those events are the algebraic expressions of the current con-
straint of the transistor responsible for the switching. In some
cases, more than one transistors change operating region at the
same time. For simplicity, the average algebraic hypersurface is
computed on these instances.

For the calculation of the Monodromy matrix the values of the
terms of an equation similar to Equation 14 must be computed.
The Saltation matrices at the switching instances are found using
the symbolic representation of Equation 13 calculated at tΣ. The
FSM between two time instances are the solution of the matrix
differential equation (MDE) 9. In Matlab, for the solution of the
MDE, the values of the Jacobian matrix along the periodic orbit
are needed. These are calculated using the interpolated solutions
of the circuit ODE model.

3.6 experiments

The validity and the usefulness of the proposed method is demon-
strated with a series of simulations on real-life circuits. Firstly, a
three-stage ring oscillator is used. The simplicity of the circuit
allows for the detailed application of the stability algorithm and
the verification of the actual results. Secondly, the more elabo-
rate Yuan and Svensson toggle element is the basis of the next
set of experiments. The rich state space characteristics of this cir-
cuit under parameter variations is studied and the suitability of
the proposed algorithm for the bifurcation analysis of a system
is demonstrated.

3.6.1 Three-stage ring oscillator

The 3rd order ODE model of the three-stage ring oscillator in Fig-
ure 27 is constructed according to 3.2. The capacitors C1, C2 and
C3 represent the internal node capacitances of the circuit. Details
about the model parameter and capacitance value selection can
be found in Appendix A. Bounded by the minimum and maxi-
mum values for the node voltages (ground and power supply),
a random point of the three-dimensional space is selected as the
IC for the simulation and the initial value problem is solved un-
til periodic behaviour of period T is observed. The state space
of the oscillator for time T is plotted in Figure 28. The red dots
are time instances when the ODE model switches to a different
vector field or, to put it simply, the switching events. The ODE
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Figure 27: three-stage ring oscillator.
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Figure 28: One period of the periodic solution in a three stage ring
oscillator plotted in the three-dimensional space with red
dots denoting the switching events.

model parameters selected for this simulation result in 23 switch-
ing events. Consequently, for the calculation of the Monodromy
matrix as in Equation 14, a product of 23 Saltation matrices and
24 FSMs is produced.

The Monodromy matrix for the circuit is:

Φ(T , 0) =

 0.8730 −0.7758 −0.1478

−0.1241 0.1103 0.0210

−0.0802 0.0713 0.0136


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The eigenvalues of Φ(T , 0) are the Floquet multipliers of the
system that determine the stability of the orbit. They are equal
to:

Eig =

 0.997

0.000025472

0.000000009


It is evident that all three eigenvalues lie inside the unit cir-

cle. Thus, the periodic orbit is stable, which of course is to be
expected. It should also be noted that the largest eigenvalue is
particularly close to unity, as the circuit is autonomous and it
does not depend on external stimulus. In theory, the value of
this eigenvalue should have been exactly 1. The slight discrep-
ancy can be accounted for by the integration and interpolation
errors during the linearisation of the periodic orbit.

The accuracy of the linearisation can be checked by using
Equation 10. According to it, the time dependent perturbation
of the periodic orbit after time T can be calculated, if the initial
perturbation and the Monodromy matrix are known. In order to
validate the theory, a simulation is run for time T . The IC initC

and the final solution FS are:

initC =

0.5179720.980964

0.013295

 , FS =

0.5151070.981379

0.013554


A graphical representation of this analysis for the three node

voltages of the circuit is given in Figure 29. Following the initial
simulation (black plots in Figure 29), a perturbation vector PV is
added to the initC. PV is equal to:

PV =

0.0150.015

0.015

Volts
A second simulation is run from the new IC initCnew and

the new final solution newFS is found (red plots in Figure 29):

initCnew =

0.5329720.995964

0.028295

 , newFS =

0.5146810.981439

0.013594


Thus, the actual perturbation AP of the solution after time T

is:

AP =

−0.0004260.000059

0.000040


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Figure 29: Detailed plots of node voltages over time for perturbed and
unperturbed solutions. Blue dots are the solutions predicted
using the Monodromy matrix.
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Figure 30: Yuan and Svensson toggle element.

The expected perturbation EP (blue dots at time T in Figure
29) according to Equation 10, given that Φ(tf, ti,y(ti)) = Φ(T , 0)
and y(ti) = PV , is:

EP = Φ(T , 0) · PV =

−0.0007600.000108

0.000070


These results are in a very good agreement and thus the pre-

dictive potential of the Monodromy matrix is validated.

3.6.2 Yuan and Svensson toggle element with variable input frequency

The toggle element in Figure 30 was initially developed by Yuan
and Svensson as a latching component of their True Single Phase
Clocking (TSPC) circuit techniques [71]. The basic characteristics
of the proposed novel latches were both the potential for a dra-
matic increase of the clock frequency and the reduction of the
skewing problems in a circuit. Because of their speed, in recent
years TSPC latches are the preferred choice for the design of
prescalers in PLLs [72].

In the configuration in Figure 30, the output Z is fed directly
back to the input of the latch, thus creating a frequency divider.
Cout is the input capacitance of the subsequent circuit block.
The input signal φ is a sinusoidal signal of frequency f and the
output Z is a signal of half the input frequency. In more detail,
when the input makes a low to high transition, the output must
go either from high to low or from low to high. When the input
makes a high to low transition the output z remains unchanged.
Therefore, the value of the output changes every other change of
the input (period-2 specification).
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Figure 31: One period of the periodic solution in a toggle element plot-
ted in the three-dimensional space with red dots denoting
the switching events.

The toggle belongs to the class of non-autonomous (driven)
circuits. Increasing the frequency of the input signal φ can lead
to a violation of the period-2 specification of the circuit. In an
older study [21], Greenstreet and Cahoon showed that the oper-
ation of the circuit is capped by an upper input frequency limit,
further of which the output Z shows a period-3 behaviour. The
results presented in this analysis update these findings and show
that the violation of this upper threshold leads to a period-4 be-
haviour, meaning that the period of the output Z is one quarter
that of the input. The difference in the findings is a result of the
updated transistor models for short channel devices. We use the
method presented in this chapter to trace the stability properties
of the circuit as the input frequency approaches this upper limit.

A solution in the three-dimensional state space comprised of
the node voltages V2,V3 and V5 is presented in Figure 31. The
output of the circuit for a sinusoidal input of frequency f =

12GHz (φ = 0.5 · sin(2 · π · f)) is plotted. The exact values for the
model parameters for this experiment can be found in Appendix
A.

The red dots in Figure 31 represent the switching events oc-
curring in the system. A number of 56 switchings can be spotted
for the specific simulation. According to Equation 14, the Mon-
odromy matrix of the system will be a product of 56 Saltation
matrices and 57 FSMs:

Φ(T , 0) = Φ57 · S56 ·Φ56 · · ·S2 ·Φ2 · S1 ·Φ1

An evaluation of the application of Equation 10 is given in
Figure 32. All the node voltages of the circuit for time T are
plotted in black. A perturbation of 20mV is added on top of each
IC and the resulting solution is plotted in red. The blue dots at
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Figure 32: Plot of the node voltages over time for perturbed and unper-
turbed solutions. Blue dots are the predicted final condition
using the Monodromy matrix.

time T are the predicted final solutions based on the use of the
Monodromy matrix. Despite the higher complexity of the circuit
in comparison to the three-stage ring oscillator, it can be seen
that the solutions are in very good agreement.

Following the initial analysis for a fixed input frequency of
12GHz, a series of simulations were performed by varying the
input frequency f until the period-2 specification of the circuit is
violated. Figure 33 presents the the solution of the ODE model
for time T and input frequencies from 12GHz to 13.911GHz. The
dashed arrows point at the direction of an increasing frequency
f. From a circuit perspective, the contraction of the attractor ob-
served in Figure 33 denotes the increasing difficulty of the design
to respond within the decreasing time available according to the
specifications.

The Monodromy matrix for the circuit operating under an in-
put frequency of 13.911GHz is:

Φ(T ,0) =



−1.6e− 04 −7.3e− 03 2.2e− 04 2.1e− 05 9.7e− 06 3.0e− 07

−1.9e− 02 −8.8e− 01 2.9e− 02 2.8e− 03 1.1e− 03 3.5e− 05

2.9e− 03 1.2e− 01 −4.3e− 03 −4.2e− 04 −1.6e− 04 −5.2e− 06

−1.3e− 02 −6.0e− 01 2.0e− 02 1.9e− 03 7.8e− 04 2.4e− 05

3.9e− 04 1.7e− 02 −3.1e− 04 −3.0e− 05 −2.6e− 05 −8.6e− 07

4.5e− 05 2.0e− 03 −2.8e− 05 −2.7e− 06 −3.1e− 06 −1.0e− 07



The corresponding eigenvalues of Φ(T , 0) are equal to:

Eig =



−8.8667e− 01

−7.0644e− 05

2.5030e− 07

−3.9594e− 19

2.8001e− 18

3.5591e− 22


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Figure 33: Contraction of the period-2 limit cycle as the input fre-
quency is increased from 12GHz to 13.91GHz. Two succes-
sive blue dots denote time equal to T.

As the input frequency f is increased further, a period dou-
bling bifurcation occurs. Figure 34 shows the behaviour of the
circuit for a frequency f = 14GHz. A period-4 output is observed
and the circuit fails to perform according to the initial specifi-
cation. By applying the stability analysis method presented in
this chapter at each periodic orbit as the frequency is increased,
a clear mathematical explanation of the behaviour of the circuit
can be obtained. Figure 35 traces the Floquet multipliers of the
Monodromy matrix of the system for different frequencies. Only
the three largest by absolute value eigenvalues are presented.
The value of rest is less than 10−9 and they do not offer any in-
sights for the analysis. As the input frequency is increased from
12GHz to 13.911GHz, the value of one of the eigenvalues (red
dots in Figure 35) increases until it approaches the unit cycle on
the negative real axis and this signals the forthcoming period
doubling bifurcation in the system.

3.7 summary and conclusions

Parameter variations in a circuit displaying oscillating modes
may lead to bifurcations which can undermine the correct opera-
tion under the predefined specifications. The structural stability
of a periodic orbit can be checked by calculating the Floquet mul-
tipliers of a system using tools from dynamical system theory.

In this chapter, a novel method for the exploration of the sta-
bility properties of a circuit is presented. A simple piecewise
transistor model is used and the fundamental KCL is applied in
order to construct an ODE model of the circuit. Floquet theory
is applied in order to calculate the Monodromy matrix and the
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Figure 34: Period-4 limit cycle after bifurcation at 14GHz. Two succes-
sive blue dots denote time equal to T.
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Figure 35: Period-2 eigenvalues progression as the input frequency is
increased from 12GHz and approaches the critical value
which leads to the bifurcation.

discontinuities of the modelling approach are taking care of by
the Filippov method that guarantees the soundness of the results.
The qualitative nature of the results expected from this type of
analysis allows adequate space for a trade-off between modelling
accuracy and implementation complexity. Finally, the proposed
algorithm is realised using Matlab scripts.
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4
S TAT E S PA C E C H A R A C T E R I S AT I O N I N C M O S
O S C I L L AT O R S

4.1 introduction

Oscillators are critical building blocks in digital and analog sys-
tems, as they are indispensable for tasks such as clock genera-
tion, frequency synthesis and clock recovery. In general, a ring
oscillator consists of a series of cascaded delay elements in a
closed loop configuration. The frequency of operation depends
on the number of stages and the delay of each stage. This struc-
ture is commonly enhanced with additional circuitry that allows
the control of certain oscillator properties.

AMS and SOC designs incorporate many different subsystems
performing diverse tasks. Similarly, the oscillating elements of
these designs are implemented based on a wide range of speci-
fications that guarantee specific operating characteristics. One of
the most important features of oscillators is their speed which
is defined by the frequency of oscillation. High speed is directly
related to a smaller number of delay elements in the ring, which
translates to power consumption savings and less area for im-
plementation. Unfortunately, the cost to be paid is the reduced
capacity for the generation of multiphase outputs, which are nec-
essary among others in signal processing circuits. Additionally,
noise immunity deteriorates and the generated outputs deviate
from the ideal periodic behaviour. If the oscillator design al-
lows tuning, a trade-off among the above specifications can be
achieved. The detailed control of the trade-off depends on the
resolution and the length of the tuning range.

Evidently, there cannot exist an one-size-fits-all oscillator to
perform ideally under any of the aforementioned specifications.
To effectively answer the miscellaneous questions related to each
design problem, a variety of circuit structures can be found in the
literature. Most of them originate from the traditional odd-stage
inverter ring oscillator but others incorporate highly unconven-
tional structures. Two of these designs can be seen in Figure 36.
In A, an even-stage ring oscillator [1] used for the generation
of four-phase signals is presented. In B, a variant of A, called
Origami oscillator [73], which can achieve better oscillation fre-
quency is shown. Additional designs such as the five-stage neg-
ative skewed delay ring oscillator [74] and the multi-feedback
ring oscillator based on single ended delay stages [75] offer al-
ternative implementations, which achieve high speed along with
multiphase outputs.

The complexity of newly reported oscillator designs along with
the reduced ability for the verification of their operation after fab-
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Figure 36: A: Quadrature oscillator. B: Origami ocillator.

rication requires the detailed characterisation during simulation
in order to achieve a correct by design circuit. Additionally, the
dependence of the oscillator operation on global variable design
parameters such as the supply voltage or local properties such
as the tuning parameters transforms the verification process to a
multidimensional problem.

The structural properties of the state space in a simple odd-
stage inverter ring oscillator are well-known. The state space
consists of an unstable EP and a limit cycle which attracts the pe-
riodic solutions. This basic structure can no longer be considered
the norm and traditional PSS simulation alone does not provide
a complete verification solution. Unconventional designs such as
the quadrature oscillator in Figure 36.A may contain bistable ele-
ments that can alter the structure of the state space. Furthermore,
considering the parameter variations in the system, it is clear that
there is a fertile ground for the appearance of bifurcations which
can cause operating failures and other undesired phenomena.

In this chapter, a novel automated flow for the characterisation
of the state space in oscillating circuits is presented. Complete
verification of an oscillator under parameter variations should in-
clude both an exhaustive detection and characterisation in terms
of stability of all EP in the state space and a proof of existence or
non-existence of periodic orbits. Each of these tasks is performed
in a separate modular and automated flow combining existing
verification tools with smart application of basic dynamical sys-
tem theory using any SPICE-like circuit simulator. The verifica-
tion flow is implemented using the Python programming lan-
guage. Besides verifying the desired behaviour of an oscillator,
the identification of bifurcations with the presented methodol-
ogy can lead to novel applications for existing circuits. A voltage
sensing technique based on this analysis is presented in Chapter
5.
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Figure 37: A: Flow for the exhaustive detection and stability charecter-
isation of EP in the state space. B: Flow for the proof of
existence or non-existence of limit cycles in the state space.

Figure 37.A graphically presents the steps taken for the state
space characterisation in terms of detection and stability of EP
in complex circuit blocks with oscillating behaviour. Initially, a
SAT-based verification methodology [30] is applied and poten-
tial stable and unstable EP are located in the state space. Given
the conservative modelling approach in the previous step, a fil-
tering mechanism based on a circuit simulator is provided and
all valid EP are identified. In the final step of the analysis, the
stability of each EP is determined using basic properties of dy-
namical systems. The outcome of this analysis is a set of EP in
the state space. If all EP are unstable, it can be concluded that an
oscillation will be sustained for the current operating conditions.
If one or more EP are stable and a periodic orbit exists, then the
potentially hazardous situation of lock-up can occur in the circuit.
In this case, depending on the initial conditions, the circuit may
not start oscillating or even start oscillating and eventually settle
to a stable EP, thus undermining the desired operation according
to the specifications.

Figure 37.B shows the automated flow for determining the ex-
istence of periodic orbits in the state space. The first step of the
process is the construction of the vector field for the circuit under
verification. This is achieved by calculating the derivatives of the
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state variables in the state space using a circuit simulator. In the
next step, a set of initial conditions is selected and vector field
simulations are initiated from different areas in the state space.
Finally, the check for periodic behaviour can be performed on
the results of the vector field simulation. If every simulation run
initiated from different areas of the state space settle to an EP, it
can be determined that periodic behaviour does not exist for the
given operating conditions.

The remainder of the chapter is structured as follows. In Sec-
tion 4.2, the three-step flow for the exhaustive detection and char-
acterisation of equilibria in the state space is presented. A brief
introduction to Boolean satisfiability paves the way to how the
EP detection can be transformed to a SAT-based problem. The
proof of existence and the stability properties of the EP using
basic dynamical system theory on any circuit simulator are dis-
cussed next. Section 4.3 completes the chapter with the presen-
tation of a methodology for the construction of a vector field
model of a circuit and with the verification of existence of oscil-
latory behaviour using vector field simulations.

4.2 exhaustive detection and characterisation of

equilibria

4.2.1 Locating potential equilibria using SAT-based methodology

Boolean satisfiability

Boolean satisfiability is the problem of determining the existence
of a variable assignment that yields an evaluation to TRUE in
a propositional logic formula F(X1,X2,X3,X4, . . .). If such an as-
signment exists, the function F expressed by the formula is satisfi-
able. Otherwise, when all possible variable assignments yield an
evaluation to FALSE, the function F is unsatisfiable. The Boolean
expression under evaluation consists of only Boolean variables,
operators (AND,OR,NOT ) and parentheses. Based on a set of
well developed algorithms, SAT solvers are used to tackle the sat-
isfiability problem. The most common representation of a boolean
expression in a SAT solver is the conjunctive normal form (CNF).
For instance, the formula "(X1 AND X2) AND (X3 OR X4)" is
satisfiable, among other assignments, for X1,X2,X3=TRUE and
X4=FALSE. Recent advances have given existing SAT solvers the
capacity to successfully handle problems with millions of clauses
and variables. This has been an important factor in their estab-
lishment as an invaluable automated analysis tool (Section 2.2).

The addition of background theories to the existing SAT solv-
ing techniques has led to the extension of the decision problem
from only the binary domain to a generalised space defined by
these theories. This space is called SMT and it is a superclass
of the traditional boolean SAT theory. Additional theories in-
clude equality reasoning, real and integer arithmetic, theory of
arrays and lists, and others. In plain words, an SMT solver has
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;;8Definitions

(define8X1::real)
(define8X2::real)

;;8Assertions
;;8Section818-8Set8variable8intervals

(assert8(8and8(>=8X180)8(<=8X1810)8)8)
(assert8(8and8(>=8X285)8(<=8X288)8)8)
;;8Section828-8Set8expressions88

(assert8(8=8X18(+8X281)8)8)

;;8Commands

(check)

Figure 38: Yices input example.

the ability to prove or disprove the satisfiability of combinations
of boolean expressions based not only on boolean variables. For
instance, given the expressions X1 + X2 6 2 and X1 − X2 > 0,
with X1,X2,X3,X4 ∈ R, an SMT solver can provide a variable
assignment in R which satisfies both expressions.

The SAT solving method for the location of potential DC oper-
ating points in a circuit is based on Yices [76]. Yices is a powerful
SMT solver that decides the satisfiability of arbitrary formulas
containing uninterpreted function symbols with equality, linear
real and integer arithmetic, scalar types and other theories. In
this work, the solver is used for the linear inequalities based on
real number arithmetic capability.

Yices is a command line executable with a self-descriptive in-
put language which resembles Scheme and Lisp. The input file
template can be conceptually split into three discrete sections:
definitions, assertions and commands. Figure 38 shows an exam-
ple of a simple Yices input file. Initially, all the variables used
in the expressions need to be defined in the definitions section
of the file. The assertions section can be further divided into two
parts. In the first part, minimum and maximum values for the de-
fined variables can be be given so that each variable is restricted
in a real interval. It is worth noting that the aforementioned step
is not necessary in a general Yices input. In the second part, the
expressions that need to be checked for satisfiability are listed.
An arbitrary number of expressions containing both equalities
and inequalities can be set. All assertions in this section are as-
sumed to be connected with AND operators. Finally, the last
section contains commands that control the operation and the
internal solution process of the solver. In the example presented
in Figure 38, two real variables X1,X2 are defined on two inter-
vals X1 ∈ [0, 10] and X2 ∈ [5, 8] and the assertion to be checked is
X1 = X2+ 1. In case of expression satisfiability, Yices constructs
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Figure 39: Finding the minimum and the maximum transistor current
using the monotonicity property when the transistor pin
voltages are represented by real intervals.

evidence by providing a "model" with variable values that satisfy
the expression.

Formulation of DC operating point analysis as SAT problem

The formulation of the DC operating point analysis as a SAT
problem is based on the basic principles of traditional DC analy-
sis. The relationships among the circuit elements and the funda-
mental KCL are needed in order to capture the actual behaviour
of the circuit. The major difference between the two analyses is
the expression of the I-V relationship in nonlinear devices. In
the SAT based methodology, this is expressed in terms of real
intervals for the voltage and current variables instead of single
real values. The representation is beneficial as it allows "multiple
simulations" on a single run.

Each circuit state variable in Yices is represented by a set of
real intervals. The minimum and maximum values for all vari-
ables can be selected in a straightforward way based on the
physical constraints of the circuit operation. For instance, a node
voltage can initially take any value in an interval I = [0,VDD]
between the ground and the power supply. Depending on the
solution stage, all the possible values of a state variable may be
represented by more than one interval e.g. Vx ∈ [0.25, 0.3] or
Vx ∈ [0.55, 0.6]. In order to account for unexpected phenomena
and to keep the conservative nature of the results, the upper and
lower limit can be expanded to I = (0−∆V ,VDD +∆V) without
compromising the correctness of the analysis.

The I-V relationship of a transistor using real intervals can
be implemented in Yices (and other SAT solvers) using the im-
plication "⇒" operator. Consider the isolated transistor of Fig-
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ure 39 and assume that pin voltages are connected to nodes
with values in the following intervals: IA = [Amin,Amax], IB =

[Bmin,Bmax], IC = [Cmin,Cmax]. An expression connecting the
pin voltages and the current flowing through the transistor based
on the interval representation must be constructed. For this rea-
son, it is noted that in current CMOS technologies, physical prop-
erties of the devices force the current to be positive monotonic
in VGS and VDS. This means that the minimum and maximum
possible values of the transistor current lie on the corners of the
surface generated by the intersection of the current surface and
the rectangular prism defined by the voltage intervals extended
in the positive current direction. Given the above modelling ap-
proach, the nonlinearities of the I-V relationship in a transistor
can be captured by a set of equations of the form:

(V1 < VGS < V2)
∧
(V3 < VDS < V4)⇒ (I1 < IDS < I2)

In this work, the computation of the minimum and maximum
current values for each set of intervals in the above equation is
done with on the fly calls to the circuit simulator during the SAT
simulation.

Additional constraints capturing the connection of the devices
must be provided to the SAT solver for the correct DC operating
point analysis. At an EP, there is no variation of node voltages
in the circuit. This means that the current flowing through each
node capacitor is equal to zero. KCL is applied on each node of
the circuit assuming positive sign for the currents flowing in the
node and negative sign for the currents flowing out of the node.
The nodal KCL equations are then provided in the SAT solver as
constraints of the form:

In + . . .− Im − . . . = 0

where Ii is the current of a device connected to the node.

Implementation of the SAT-based methodology using the Yices solver

The implementation of the SAT-based methodology was realised
using Python scripts. The flowchart of Figure 40 presents a de-
tailed view of the steps taken during the verification process.
Initially, a SPICE netlist and a settings file are passed as an input
to the script (#1). Recalling the analysis in the previous section,
Yices output is given in terms of state variable intervals. For in-
stance, in a circuit with three nodes {N1,N2,N3}, an output with
a potential solution will be of the form:

I = {(N1a,N1b), (N2a,N2b), (N3a,N3b)}

During the algorithm execution, three structures are used for
storing the results: FINAL for the final results and tempA, tempB
for temporary results between stages.

In the first step of the analysis, temporary solution intervals
for each node are generated and added on tempA based on the
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Figure 40: Flowchart with the implementation of the SAT-based verifi-
cation methodology.
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minimum and maximum values of the state variables. In the next
step (#3), the state space is partitioned in many different areas by
equally splitting the initial interval of each variable into k num-
ber of intervals defined in the settings file. The length of each
of the new intervals is then compared (#4) to a value dV which
defines the minimum length threshold of the solution interval
for which a solution is considered final. A typical value for dV
can be 10mV but generally it depends on the desired accuracy.
On the one hand, if a variable interval is less than dV , the solu-
tion is saved in the structure with the final solutions and it is not
processed further. On the other hand, if none of the intervals is
less than dV , the algorithm proceeds with the generation of the
appropriate Yices constraints (#5). These include both the KCL
equations for the circuit and the determination of the minimum
and maximum currents for each set of intervals for the nonlinear
devices. The latter is achieved by direct calls to the circuit sim-
ulator for batch DC operating point analysis on each nonlinear
device.

Based on the initial netlist and the generated constraints, an
input file in Yices format is created (#6) and fed into the Yices
solver for simulation (#7). If Yices can prove the satisfiability of
the expressions, a model with actual values for the node voltages
is returned. Using that model, the corresponding set of solution
intervals is found (#8) and added to the temporary solution struc-
ture tempB. Given that we are interested in an exhaustive search
for potential solutions, the Yices input file is updated with a for-
mula that excludes the latest solution. This procedure is run until
Yices cannot find any other solution and returns UNSAT.

The temporary solutions in the intermediate steps of the anal-
ysis are stored in two structures. This can reduce the amount of
simulations because at (#10), before copying the results of tempB
to tempA, an attempt to merge neighbouring potential solution
intervals of tempB is made. The algorithm ends when both tem-
porary structures contain no solution intervals for further analy-
sis.

In Figure 41, the actual process is presented in six steps during
the analysis of a pair of cross-coupled inverters under supply
voltage equal to 1V . In the beginning, each state variable is split
into two intervals I1 = [0, 0.5] and I2 = [0.5, 1] and the solver
searches for areas in the state space that the model does not
have any solutions. As the number of runs is increased and the
state variables are refined further, the solver successfully returns
a final set of intervals, the length of which can be controlled by
the dV parameter of the settings file.

4.2.2 Existence of equilibrium point

The modelling approach during the formulation of the DC op-
erating point analysis as a SAT problem guarantees the formal
nature of the final results. Given the conservative construction
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Figure 41: Gradual reduction of the areas in the state space that may
contain an EP in a bistable element using Yices. The two
stable and one metastable point in Run 6 are enclosed in a
rectangle with dimensions of a few mV .

of the I− V transistor expressions, the output of the SAT solver
includes all the potential EP of the circuit. Although this means
that a solution is not possible to be excluded from the final re-
sults, it also means that some listed solutions may not actually
be EP of the circuit. For this reason, a checking mechanism must
be implemented after the SAT process in order to filter out the
false solutions.

This mechanism can be easily implemented by taking advan-
tage of the nodeset option in the DC analysis of the circuit simu-
lator. Nodesets are used both in DC operating point and during
the initialisation of the transient simulation. They can be sup-
plied in the simulator and force specific nodes to certain val-
ues which are used as an initial guess of the final solution. The
Newton-Raphson method discussed in Section 2.2.2 starts using
an initial guess. If nodesets are not given, the simulation will
choose the initial values based on the operating point regions of
the nonlinear devices. Nodesets are an important tool in two ma-
jor cases. Firstly, when a circuit has multiple DC solutions, they
are used to guide the simulator towards the desired solution.
This case is similar to the way used for the proof of existence in
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Figure 42: Graphical representaion of the check for the existence of EP
using the circuit simulator nodeset option.

the presented flow. Secondly, when they provide a close approx-
imation of the real solution, nodesets can eliminate convergence
problems and speed up the DC operating point analysis.

Algorithm 1 Checking existence of DC equilibria

{*** P: list of intervals with potential EP from SAT solver}
{*** EQ: list with verified equilibria}
EQ = ()
for all p ∈ P do

nodeset = Random(p)
op = RunSpice(nodeset)
if op ∈ p then

EQ = Add(p)
end if

end for
Return(EQ)

Algorithm 1 presents the verification steps and Figure 42 graph-
ically elucidates the determination process of potential EP exis-
tence. Assuming a two-dimensional case with two state variables
V1 and V2, the SAT solver returns N sets of intervals for V1 and
V2 which may contain EP. A random point r = (V1r,V2r) is
selected for each set of the N intervals and is used as an ini-
tial guess for the DC analysis using the nodeset option in the
simulator. On the left, it is clear that after five Newton-Raphson
iterations the simulator is driving the circuit solution out of the
initial rectangle defined by SAT solver output. The circuit settles
on an EP in a different area of the state space and it can be de-
termined that this potential solution interval does not contain a
solution. On the right, the simulator after three Newton-Raphson
iterations locates an EP in the potential solution interval, ∆x far
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from the initial guess. It is important to note that an appropri-
ate value for the maximum length of the intervals of V1 and V2
should be chosen during the formulation of the SAT model.

4.2.3 Stability of equilibrium point

The final part of the analysis for this section is the evaluation
of the stability of all EP. It is particularly important during the
oscillatory behaviour of the circuit. By proving that all EP are un-
stable, we can exclude the possibility of a lock-up and guarantee
that a circuit sustains an oscillation.

To determine the stability properties of a circuit, a local lineari-
sation of the system at each operating point must be performed.
This can be achieved using the Jacobian (Section 2.1). Assuming
a general ODE model V̇ = f(V(t)), the linearised equivalent in
the neighbourhood of an EP is V̇ = Jac.(V(t) −VEP), where VEP
is the EP and Jac is the Jacobian evaluated on VEP. The solution
of this ODE is V(t) = VEP + et.Jac.(V − VEP). The sign of the
eigenvalues of the Jacobian matrix decides the stability of an EP.
If the real part of every eigenvalue is negative, the exponential
term will approach zero as time approaches infinity and thus the
EP will be stable. Otherwise, it will be unstable.

The expression of the Jacobian for an analytic ODE model can
take a symbolic form based on state variables, time and other pa-
rameters. The calculation of such an expression is trivial. How-
ever, an analytic expression is not possible to be obtained for
CMOS circuits described by complicated models. For this reason,
an approximation of the Jacobian must be performed. Tradition-
ally, a forward difference is used for the first order derivatives.
The partial derivatives are calculated using the EP

(a1,a2, . . . ,ai, . . . ,aN) and a slightly perturbed point:

∂f
∂Vi

=
f(a1,a2,...,ai+h,...,aN)−f(a1,a2,...,ai,...,aN)

h

In the second case, the EP is not used in the calculations but
the final result is computed using two slightly perturbed values:

The calculation of the Jacobian requires an ODE circuit model.
For this reason, the approach presented in Section 3.2.2 is adopted
using Equation 2:

V̇ = C−1 ·M · IDS(V , t)

A positive fixed value capacitance from each node to the ground
is assumed. The node capacitance for each operating point can
be calculated by enabling the simulator’s captab parameter which
outputs a capacitance matrix for the circuit. Recalling that the
terms of the Jacobian are of the form Jac(i, j) = ∂V̇i/∂Vj and
assuming that the node capacitance remains constant for small
node voltage perturbations, the calculation of the partial deriva-
tives of the transistor currents IDS(V , t) with respect to the node
voltages is the quantity of interest.
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Figure 43: Isolation of transistors connected to the node of interest in
a first order example in order to determine the currents for
the calculation of the Jacobian.

Algorithm 2 Checking stability of DC equilibria

{*** EQ: list with verified equilibria}
{*** EQ_stable: list with stable equilibria}
EQ_stable = ()

for all eq ∈ EQ do
jac = Jacobian(eq)
eig = Eigenvalues(jac)
if max(Re(eig)) < 0 then
EQ_stable = Add(eq)

end if
end for
Return(EQ_stable)
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The implementation in this work proceeds as described in Al-
gorithm 2 and as presented in Figure 43. In this first order exam-
ple, the ODE on the node VX is V̇X = C.(I1 − I2). The Jacobian
is:

JacVx = C.( ∂I1∂VX
− ∂I2
∂VX

)

For the calculation of the Jacobian, each transistor connected
to the node of interest is isolated. Then, two DC operating point
simulations are run using the node voltages on the equilibrium
point (Va,Vb,Vx_EP,Vc,Vd) and on slightly perturbed operating
point (Va,Vb,Vx_EP +∆V ,Vc,Vd) in order to determine the tran-
sistor current in both cases. Calculating the Jacobian from this
point is straightforward.

4.3 detection of periodic attractors using vector

field simulation

Formal proof of the non-existence of stable periodic orbits in a
N-dimensional dynamical system is hard to achieve. Although
it is possible to resort to analytical techniques, their applicabil-
ity is restricted mainly to autonomous planar vector fields [77].
Numerical integration is a standard method for the solution of
an ODE system. Stable periodic orbits can be detected as the
integration time t, if a system’s initial condition V0 at time t0
belongs to the attracting region of the orbit.

In this analysis, we need to show the non-existence of oscillat-
ing modes in the circuit for an interval IV = [Xmin,Xmax] of a
parameter X. Formal verification for the continuous interval IV
could be attempted using reachability analysis of uncertain non-
linear systems. To keep the problem tractable, a set of equidistant
discrete values of X is generated from IV . The analysis will be
performed for each value of X. If the difference between consecu-
tive values is small enough, the results can be generalised for the
whole interval. However, they still remain not formal in nature.

Running multiple transient SPICE simulations from different
initial points in the state space for adequate time in order to ob-
serve oscillation is computationally expensive. Instead, the search
for periodic orbits is based on the construction of the vector field
of the ODE system. A similar technique is presented in [78] and
is also used in [79].

Algorithm 3 presents the two-step process for the verification
of the non-existence of periodic solutions in a circuit block. As-
suming that a circuit is described by a generic continuous ODE
model V̇ = f(V(t), t), the first step of the process requires the
construction of a discrete vector field D for the continuous state
space defined by the node voltages V . For this reason, anm-point
uniform sampling is applied for each of the N state variables,
leading to a set S = {s1, s2, . . . , sNm} of Nm sampling points.
Increasing m will improve the accuracy of the discrete model
but the vector field computation time will also increase exponen-
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Algorithm 3 Vector field generation and simulation

{*** t0: transient simulation time}
{*** S: sampled state space points}
{*** dV: derivatives at sampled state space points}
dV = ()
for all s ∈ S do

ic = s
s+ = RunSpice(ic,t0)

dV = Add(
s+ − s

t0
)

end for
{*** tVF: total vector field simulation time}
{*** R: random initial conditions in the state space}
{*** sol: solution vector}
for all r ∈ R do
solj = Add(r)
while t < tVF do

s = DetectNearest(solj.Last,S)
solj = Add(solj.Last+dV(s).∆t)
Update(t)

end while
j = j+1

end for

tially. Non-uniform sampling based on the homogeneity of the
continuous vector field can provide a trade-off between the two.

The calculation of the vector field at each sampling point si
can be performed using a circuit simulator. A transient analysis
starting from an initial condition equal to si is set up for each
point. The initial condition ic can be easily defined by instruct-
ing the simulator to bypass the DC operating point analysis and
to use the user provided values. The simulation is run for a min-
imum time t0, sufficiently long to avoid integration errors from
the simulator. State of the art simulators use adaptive techniques
to control the simulation time step in order to meet the crite-
ria that guarantee the correctness of the results. Thus, a specific
value is not possible to be explicitly selected. For the proposed
flow, a value of t0 = 0.5ps, which is large enough to produce a
meaningful result and small enough not to calculate many inter-
mediate steps, was selected. The result of the transient simula-
tion is a final solution si+ at time t0. The vector dV that defines
the direction and the rate of change of the solution at each sam-
pling point can be approximated by:

dVsi =
si+−si
t0

A discrete vector field D = {dV(si) : ∀si ∈ S} for the complete
state space is generated by applying this method. The behaviour
of the state variables and therefore the structural properties of
the state space is captured within D.
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Figure 44: A: Distance di of neighbouring sampling points si from cur-
rent solution solj in a two-dimensional vector field. B: Solu-
tion settling to an area with a stable EP in a two-dimensional
vector field.

The second step of the process involves running multiple vec-
tor field simulations starting from a random set R = {r1, r2, . . . , ri}
of initial conditions. Vector field simulations provide a faster al-
ternative to traditional SPICE simulations by using the data gen-
erated in the first step of the process in order to produce solu-
tions with initial conditions covering most part of the state space.
An appropriate simulation time tVF and a set of initial conditions
R are selected. In most cases, an approximate period of potential
oscillation for the circuit under verification is known in advance
and tVF can be set accordingly.

Vector field simulation depends on two major components:
time step selection and solution update. Although different time
step selection methods were tested, a fixed time step of ∆t = 1ps
was used for the simulations in this work. Time step selection is
directly related to the time constants of the circuit and the fixed
time step should be at least one order of magnitude less than the
time constant of the fastest node of the circuit in order for the
results to be acceptable. Optimal selection can be performed by
controlling the maximum node voltage change using a variable
time step which depends on the node voltage derivatives.

Given the discrete nature of the generated vector field, the so-
lution update method is based on approximating the value of
the vector field at the current solution point solj with the vector
field at the nearest sampling point:

dV(solj) = dV(min{| si − solj | : ∀si ∈ S})

Figure 44.A shows that process in a two-dimensional vector field.
Using this approximation, the solution updates are calculated
using the following equation:
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Figure 45: Comparison of node voltages over time on a three-stage ring
oscillator between vector field simulation and traditional
SPICE simulation starting from the same initial condition.
Uniform state space sampling with 20 points (50mV) per
node voltage was used.

solj(t+∆t) = solj(t) +∆t.dV(solj(t))

Oscillatory behaviour can then be checked either visually or by
sampling the solution of the vector field simulation at periodic
intervals. In figure 45, the three node voltages V1,V2,V3 of a
three-stage ring oscillator over time are plotted for both a vector
filed and a traditional SPICE transient simulation. Both simula-
tions start from the same initial condition and uniform sampling
with 50mV difference between consecutive sampling points is
performed. In a two-dimensional example involving a stationary
solution, Figure 44.B shows a close view of a solution settling on
a location in the state space with a stable EP. Finally, the three-
dimensional example in Figure 46 shows the vector field of a
three-stage ring oscillator and the simulation results of two runs
starting from random points in the state space. Both solutions
follow the flow and eventually converge to the periodic attrac-
tor.

4.4 summary and conclusions

Proliferation of AMS and SOC designs has led to the diversifi-
cation of the specifications in oscillating circuits. Naturally, the
variety and the complexity of oscillators have surged in order to
meet the particular design goals. Despite the fact that traditional
transient and PSS simulations are needed for the verification of
these designs, increased challenges demand the complement of
existing methods with additional techniques for the fabrication
of correct by design circuit blocks.
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Figure 46: Vector field of a three-stage ring oscillator and two vector
field simulations starting from random initial conditions
with the solutions converging to the periodic attractor. Uni-
form state space sampling with 20 points (50mV) per node
voltage was used.

This chapter presented a novel automated flow for the charac-
terisation of the structural properties of the state space in com-
plex and unconventional oscillating circuits under parameter vari-
ations. The flow is separated in two different branches. The first
branch is based on a SAT based methodology and on basic dy-
namical system theory. It deals with the exhaustive detection and
stability analysis of EP in the state space and allows the gener-
ation of a formal proof for a lock-up free oscillatory behaviour.
The second branch is concerned with the proof of existence or
non-existence of periodic orbits in the state space under certain
operating conditions using vector field modelling and simula-
tions. The combination of the two branches provides a complete
map of the state space and can be used not only for the verifica-
tion of the correct circuit operation but also for the exploration
of novel applications of existing structures.
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5
V O LTA G E S E N S I N G B A S E D O N T R A N S I E N T
M O D E S W I T C H I N G

5.1 introduction

The proliferation of SoC designs with the integration of AMS
components on the same platform has led to the presence of
many different voltage levels on the same chip. In addition to
high performance applications, power supply variations are also
an intrinsic characteristic of energy harvesting designs used, for
instance, in wireless sensor networks and biomedical applica-
tions, based on non-deterministic energy sources.

Power supply voltage and internal subsystem voltages can no
longer be considered static parameters in a system. Traditionally,
flash A2D converters are used for the conversion of an analog
signal to a digital code in high frequency applications [80]. A
wide range of methods have also been used in energy harvest-
ing systems. In [81], a process invariant sensor consisting of a
bandgap reference, a comparator, a resistor divider and a CMOS
output driver is presented. Curty et al [48] propose a simple sen-
sor named POR that consists of a pair of cross coupled inverters
and a capacitor. Kocer et al [49] present a sensing circuit named
Mode Selector. This design consists of a differential stage and
two resistor ladders that are replaced by active loads in a subse-
quently improved version [50]. Using a different concept, Shang
et al[53] present a reference free voltage sensor that produces
a thermometer code by comparing the latency of two different
circuits powered by the VDD to be sensed.

This chapter proposes a novel voltage sensing technique. and
investigates how the change of operating modes in a circuit can
be used for the identification of a voltage threshold crossing. In
particular, the properties of an autonomous even stage ring oscil-
lator with inherent sensitivity to the supply voltage are studied
and its ability to either oscillate or latch depending on the value
of VDD is analysed. The proposed approached has two main
advantages over existing methods. First, the compact implemen-
tation with only digital components simplifies the integration
in prevalent digital design flows. The removal of analog com-
ponents (resistors, capacitors) also allows for a greatly reduced
circuit area. Second, the inherent, and tunable, properties of the
circuit define the switching voltage threshold and thus an exter-
nal voltage reference is not necessary.

The remainder of the chapter is organised as follows. In sec-
tion 5.2, the theoretical basis behind the proposed voltage sens-
ing technique is developed. Section 5.3 contains the actual re-
alisation of the technique on an even stage ring oscillator with
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Figure 47: Using r to control Vcritical which describes the boundary
between the stationary and oscillatory modes.

detailed analysis and verification based on both dynamical sys-
tems theory and SPICE simulations. Finally, summary and con-
clusions complete the chapter.

5.2 proposed voltage sensing method

The idea behind the proposed voltage sensing technique stems
from the wealth of phenomena in dynamical systems. As dis-
cussed in previous chapters, varying a parameter in a system
can result in not only a quantitative but also a qualitative change.
In most cases, extreme changes which completely alter the be-
haviour of a system are undesirable because they usually lead to
the violation of the initial specifications. Nevertheless, thorough
characterisation and understanding of these occurrences can also
lead to their utilisation in novel applications.

The ODE system that represents the theoretical model of the
proposed voltage sensor is

V̇ = f(V(t), r,VDD)

with r and VDD being system parameters. The transition from
a stationary state to a motion as described by a bifurcation in-
volving equilibrium points and periodic solutions can be used
for the detection of a predefined voltage threshold crossing. Fig-
ure 47 graphically presents this idea. The power supply VDD
can freely fluctuate in a wide interval and parameter r is appro-
priately fixed in order to control the critical bifurcation point at
which the transition from the static to the oscillatory mode oc-
curs.

Figure 48 shows a schematic of a potential circuit implemen-
tation. A simple configuration with a 3 bit counter connected
to an internal node of the circuit is set to 000. The number of
bits in the counter depends on the specifications (rate of VDD
change, sensor response time etc). The counter waits for the os-
cillating signal which acts as the clock for the counting and the
most significant bit of the counter serves as the ENABLE signal
that informs the rest of the circuit about the change in the VDD
level. Additionally, the ENABLE signal can also be used to stop
the oscillation by either disconnecting the power supply from
the circuit or by changing its configuration.
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As VDD decreases, the onset of oscillation at specific VDD
threshold points for each value of r is observed. The direct re-
lation of r to the VDD levels and the change of the stationary
latching mode of the RO to an active oscillatory mode can be
used to detect fixed predefined VDD levels in a circuit.

5.3 reference-free and tunable voltage threshold

detector

The requirements set by the theoretical model described in the
previous section can be met by an unconventional even stage
ring oscillator (Figure 49). A detailed analysis based on theoreti-
cal findings and SPICE simulations follows.

5.3.1 Description of an even-stage ring oscillator

Two equivalent representations of an even stage ring oscillator
are shown in Figure 49. Each stage is enclosed in a dashed rect-
angle in Figure 49.B and it consists of two forward inverters (la-
belled F) and a set of cross-coupled inverters (labelled CC). The
behaviour of the two-stage ring oscillator under nominal supply
voltage can be elucidated by studying the two equivalent repre-
sentations.

In Figure 49.A, the closed loop consisting of four inverters is
highlighted. Assuming that the cross-coupled inverter pairs do
not exist, a simple four-stage ring oscillator alone cannot sustain
an oscillation due to the insufficient phase shift around the loop.
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Figure 49: Two equivalent representations of an even-stage ring oscil-
lator. The closed loop is in bold type in A and the cross-
coupled inverters in B.

The only possible stable solution for the circuit is the latch-up
or lock-up mode under which the values for the node voltages
ABCD can be either HLHL or LHLH, where H is the logic high
and L is the logic low. It should be noted that the unstable equi-
librium at around half the supply voltage for each node can also
be a solution of the system, although it will eventually converge
to one of the two stable EP.

The alternate representation of Figure 49.B provides a visual
explanation about the significance of the cross-coupled inverters
in the circuit. They are used as a connecting element between
the nodes of same value in the four-stage inverter ring under
the locking mode, namely (A,C) and (B,D). As discussed in
Chapter 2, under nominal supply voltage, a cross-coupled pair
of inverters has three EP, two of which are stable and one is
unstable. Assuming the node voltages are labelled (M,N), the
two stable EP settle in either HL or LH. However, the inherent
desire of the cross-coupled pair to reach one of these stable EP is
in complete contrast with the dynamics of the inverter ring. The
battle between the two is the reason behind the onset and the
sustainment of the oscillation.

The winner of this battle depends on the strength of the for-
ward and the cross-coupled inverters. Assuming that the width
W of the nMOS is half that of the pMOS for each inverter, a
quantifiable measure of relative strength can be given by:

r =
width of CC

width of F
(15)

, where the widths refer to the nMOS transistor of the inverters.
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5.3.2 Behaviour under variable ratio r

Selecting a proper value for r is critical in order to achieve the
desired oscillating behaviour. In a recent example [1], researchers
from Rambus issued a verification challenge for this design when
some oscillators failed to oscillate after fabrication. The depen-
dence of the circuit behaviour to the ratio r may lead to either
a permanent lock-up mode or to a coexistence of periodic solu-
tions and stable equilibria in the state space. In the second case,
the initial conditions of the system determine the final behaviour
of the circuit.

The sensitivity of the even-stage ring oscillator to the ratio r
under a nominal power supply has been extensively studied. In
[33], the authors use a pen and pencil approach to provide an
analysis that leads to an interval for r, in which the circuit al-
ways oscillates. Tiwary et al[30] use the circuit as an example for
their DC operating point searching method, while in [79] a mul-
tiparticle simulation is employed to visualise the areas that lead
to latching and oscillatory behaviour.

The work in this section complements previous studies. As
the appearance of equilibrium points is the reason behind the
lock-up, all EP for a wide range of the ratio r are located and
classified according to their stability using the automated flow
presented in Chapter 4. This analysis provides an initial basis for
the understanding of the state space dynamics, which is valuable
for the subsequent usage of the circuit as a voltage sensor.

In this investigation, the width of the CC inverters is set equal
to WCC = 600n and the width of the F inverters is varied from
the minimum value of WFmin = 120n to WFmax = 1080n in
order to create a range R = [0.55, 5] for the ratio r. Figure 50

presents the number of calculated EP versus the value of ratio r.
Three different areas A, B and C can be observed. Area B corre-
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Figure 51: Node voltage levels of each EP under nominal power supply
for ratio r = 3. Blue levels are stable EP and red levels are
unstable EP.

sponds to the interval B = [0.65, 3[ for r in which the circuit has
only one unstable EP. For this range of values for r, the oscilla-
tory behaviour of the circuit can be guaranteed.

As r increases above 3 in Area C, the relative strength of the
CC inverters crosses a critical point and bifurcations occur in the
system. The structural properties of the state space are altered
and eight new EP appear. The characterisation of the new EP
in terms of stability shows that all have real eigenvalues with
four being stable nodes and four being saddles, which are al-
ways unstable. Because of the high dimensionality of the system,
a comprehensive plot with all the structures in the state space
cannot be easily generated. However, a visual inspection of the
node voltage levels corresponding to each EP for a ratio r = 3

can be done in Figure 51, where the blue levels are stable EP and
the red levels are unstable EP. Because of symmetry in the circuit,
excluding EP3 which corresponds to the metastable point of the
closed loop inverter ring, the combination of node voltage levels
for the remaining EP have obvious similarities.

As the ratio r decreases below 1 and the F inverters overpower
the CC inverters, there is another critical value at r = 0.8 which
results in bifurcations in the circuit. Area A in Figure 50 shows
that one stable and one unstable EP are created in the state space.
It was shown in [79] that for values of r in this area, the circuit
can either oscillate or lock-up depending on the initial conditions.
This is a potentially dangerous situation for the designer and
that is the reason all unconventional oscillating structures must
be fully verified (with flows in Chapter 4) before fabrication.
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Figure 53: Frequency of oscillation for a ratio r = 5.

5.3.3 Behaviour under variable supply voltage

In this section, an investigation of the circuit behaviour under
variable supply voltage is presented. Given a ratio r in Area C
(Figure 50) where the latch-up occurs, it is interesting to study
how the relative strength of the F and the CC inverters is altered
as VDD drops from its nominal value. For this reason, the ring
oscillator with ratio r=5 is simulated under sinusoidal supply
voltage of amplitude 1V and frequency 100k. The two node volt-
ages and the supply voltage over time are presented in Figure
52. As VDD drops below 500mV, the dynamics are altered in the
state space of the circuit and a bifurcation results in an oscilla-
tion with the behaviour of the circuit effectively resembling the
behaviour in Area B under nominal power supply. The onset of
the oscillation signals a specific and predefined voltage thresh-
old crossing allowing the ring oscillator to operate as a voltage
threshold detector.

An important detail about the circuit behaviour is shown in
Figure 53. As VDD drops below the critical value of 500mV, the
circuit initially oscillates with an increasing frequency despite
the fact that VDD decreases and then this counterintuitive phe-
nomenon terminates at a secondary power supply level.

Figure 54 presents the connecting relation between the ratio
r and the critical power supply level signalling the onset of the
oscillatory behaviour. The relation between the two is nonlinear
and the accuracy of the sensor can be controlled more easily at
voltage levels less than 0.7V.
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from 450mV to 1V using the flow presented in Chapter 4.
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5.3.4 Verification of the correct operation

The verification of the correct operation of the even stage ring os-
cillator as a voltage sensing device under variable supply voltage
is twofold. Assume that a ratio r sets the boundary between the
two regions in Figure 48 at Vcritical. First, it must be proved that
for VDD less than Vcritical, the circuit never enters the latching
mode before the generation of the ENABLE signal. Depending
on the rate at which the supply voltage changes, it is usually ad-
equate to prove exclusive oscillating behaviour for a few tenths
of mV in this region. Second, it must be proved that for VDD
more than Vcritical, the circuit remains in the latching mode
and never oscillates. Otherwise, the ENABLE signal would be
generated and the correct operation of the sensor would be com-
promised.

The verification of the sensor is based on the two automated
flows of Chapter 4. Figure 55 shows the bifurcation diagram for
ratio r=5 with VDD sampled at 50mV intervals. For VDD less
than 500mV the oscillatory behaviour is guaranteed as the state
space apart from the periodic attractor contains only an unstable
EP. As VDD crosses 500mV, four new stable and four new unsta-
ble branches are generated. The existence of stable EP in the state
space does not guarantee the latching behaviour of the circuit as
some initial conditions in a potential limit cycle’s basin of attrac-
tion may lead to oscillatory behaviour. For this reason, the vector
field model of the circuit is constructed and the non-existence of
periodic solutions is verified with vector field simulations for the
whole range of VDD more than 500mV.

5.3.5 Disappearance of periodic orbit

The characterisation of the dynamics behind the disappearance
of the periodic orbit as VDD crosses a critical threshold is of ma-
jor significance for the understanding of the circuit behaviour
and besides theoretical value, it can also provide additional in-
formation leading to a better circuit design.

In this section, the two-stage ring oscillator is modelled as a
dynamical system and the stability properties of the periodic
attractor as the power supply approaches the critical value are
investigated using the method in Chapter 3. Figure 56 shows the
periodic orbits in a three-dimensional plot for static VDD levels
ranging from 450mV to 490mV. It should be noted that because
of the simple transistor model and the modelling assumptions,
the latch-up at 500mV occurs for a slightly different ratio r com-
pared to SPICE simulations. However, as the main interest is the
qualitative analysis of the phenomenon, the validity of the re-
sults is not affected.

The stability of the periodic orbits for the various VDD levels is
studied by calculating the values of the Floquet multipliers of the
Monodromy matrix. In each case, one of the eigenvalues is equal
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Figure 56: Periodic attractors for constant power supply, as VDD level
approaches the critical value of 500mV and the lock-up oc-
curs.

to 1 due to the absence of external stimulus and the remaining
three eigenvalues have values less than 10−15. Thus, the analysis
does not provide any evidence that the stability of the orbit is
lost as a result of an eigenvalue crossing the unit circle.

In order to further explore the dynamics during the critical
VDD crossing, a set of three transient simulations is run using
SPICE with the purpose of understanding how different solu-
tions behave around the bifurcation point. Firstly, the VDD is
set to 490mV and periodic behaviour is observed. Secondly, the
VDD is perturbed to 500mV and two simulations are run with
explicit initial conditions selected on the periodic orbit of the
initial simulation. Figure 57 presents the superimposed results
of the three simulation runs for the node voltages of the circuit.
Dashed blue and red solutions correspond to simulation runs at
500mV, which lead to lock-up. It is interesting to observe how
the solutions are attracted to the periodic attractor before they
suddenly settle into a stationary state.

The results of the stability analysis along with the visual in-
spection of the SPICE simulation runs provide adequate informa-
tion for the characterisation of the bifurcation as a saddle-node
on an invariant curve. An illustration of the phenomenon in two
dimensions is shown in Figure 58, where a stable periodic orbit
transforms into a homoclinic loop of a saddle-node equilibrium
state as the bifurcation parameter λ obtains a positive value. In
plain words, the limit cycle in the state space of the circuit is al-
ways an invariant set but for VDD larger than a critical value, it
contains equilibria. Additionally, the non-monotonic behaviour
of the oscillation frequency in Figure 53 is appropriately justified
as in such bifurcations the period of the orbit increases before it
becomes a homoclinic loop [82].
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Figure 57: Superimposed SPICE simulation runs for VDD = 490mV

(solid black) and VDD = 500mV (dashed blue and red)
showing the attraction of the solutions to the periodic at-
tractor before the latch-up occurs.
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Figure 58: Two-dimensional illustration of how a stable periodic orbit
(λ < 0) becomes a homoclinic loop of a saddle-node equilib-
rium state as the parameter λ crosses a critical value.

5.3.6 Control of detected voltage threshold during operation

The ability to selectively alter the predefined sensing threshold
according to the specific requirements during operation is a fea-
ture which allows greater degree of flexibility in the integration
of the sensor to monitoring solutions. Due to the transparent
circuit design, this tuning capability can be easily implemented
with minimum area overhead to the proposed sensor.

Figure 59 presents an alternate configuration for the detection
of two different voltage levels. Each CC inverter in the circuit is
connected in parallel to an additional tristate inverter and the
operation of the extra inverter is controlled by an external signal
E. When E is low, the tristate inverter is deactivated and the
detected voltage level depends on the initial CC inverter. When
E is high, the tristate inverter is active and can alter the detected
voltage level. Effectively, by activating the tristate inverter, the
ratio r can be manipulated as the strength of each CC block is
increased.

The proposed configuration is verified by simulation. In Fig-
ure 60, two node voltages and the E control signal are plotted for
operation under sinusoidal VDD and ratio r=5. Initially, E is low
and the tristate inverters are deactivated. The bifurcation that de-
fines voltage threshold A occurs at 600mV. During latch-up, the
E signal goes to high, thus changing the ratio r, and at the falling
edge of VDD the bifurcation that defines voltage threshold B oc-
curs at 480mV.

The connection of extra transistors at the input and the output
of the CC inverters adds additional capacitance to each node
and alters the circuit dynamics even when the tristate inverters
are deactivated. For this reason, despite the fact that the ratio r=5

yields a detected voltage level of 500mV without the additional
inverters, the bifurcation point moves to 600mV when the tuning
capability is added.
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Figure 59: Alternative configuration with additional tristate inverters
for the detection of two different voltage thresholds con-
trolled by the E signal.
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5.3.7 Process and temperature variations

The effect of process and temperature variations on the proposed
sensor (with r=5) are investigated with a series of simulations
across different corners and temperature values. Figure 61 shows
the voltage of Node A under sinusoidal supply voltage for cor-
ners SS, FF, FNSP and SNFP. The maximum deviation from the
detected voltage level of 500mV on the typical corner is 60mV for
the FNSP corner. The bottom plot of Figure 61 shows the depen-
dence of the detected voltage level on the temperature for the
nominal process parameters. The maximum deviation is 50mV
for 75C.

Despite the fact that the reference voltage is not necessary and
thus the detected voltage level is more prone to variability fac-
tors, these results show that the proposed sensor is a viable solu-
tion if the tolerance of a few tenths of mV is acceptable. Depend-
ing on the specific monitoring solution and calibration options,
accurate digital tuning can be achieved by using a configuration
similar to Figure 59 with appropriately sized tristate inverters
digitally controlled by external activation signals.

5.4 summary and conclusions

In this chapter, a novel voltage sensing technique based on the
ability of the ring oscillator to change operating modes under
variable VDD was developed. By sensing the onset of the oscilla-
tory mode from a stationary latching behaviour and taking ad-
vantage of the inherent properties of the circuit, a reference-free
preset threshold voltage detector was developed. Detailed analy-
sis and verification using dynamical systems theory and SPICE
simulations, along with an additional configuration for the con-
trol of the detected voltage during operation make the proposed
sensor a viable solution for the integration in an on-chip voltage
monitoring system.
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Figure 61: Corner and temperature simulations of proposed sensor for
ratio r=5.
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6
C O N C L U S I O N S

Recent advances in mixed signal integration considerably nar-
rowed the gap between the formerly separate worlds of analog
and digital design. Despite the major benefits gained by this co-
existence, many new challenges have also emerged. Technology
scaling to advanced process nodes imposed additional predica-
ments to the integration of analog components and to the de-
sign of mixed signal blocks in general. Existing verification tech-
niques are highly inefficient in dealing with the increasing amount
of design considerations and a novel verification framework con-
sisting of straightforward flows, efficient methods and smart tools
has to be developed for the analysis and verification of AMS de-
signs.

This thesis investigated the potential benefits of a dynamical
systems approach to the verification and analysis of CMOS cir-
cuits. The development of realistic dynamical models and the
study of their behaviour using tools from dynamical systems
theory served as the basis for this endeavour.

The remainder of this chapter recalls the main contributions of
this thesis and presents open questions and directions for future
research. An overall statement about the study concludes the
thesis.

6.1 main contributions

In Chapter 3, the construction of an ODE model of a circuit using
KCL and a piecewise short channel transistor model is demon-
strated. A method based on Floquet theory and Filippov solu-
tions for the exploration of the stability properties of periodic
attractors as a model parameter approaches a critical value is
also developed using Matlab. The proposed method is applied
to a toggle element with a variable input frequency and it suc-
cessfully describes the period doubling bifurcation, commonly
known as pulse swallowing in frequency dividers.

In Chapter 4, a flow for the automated characterisation of the
structural properties of the state space in unconventional oscil-
lators complements the set of proposed tools. The verification
flow involves the exhaustive detection of EP using a SMT based
method and a smart implementation of dynamical systems prin-
ciples with any SPICE simulator. Additionally, the existence of
periodic attractors is investigated on a vector field model of the
state space using vector field simulations. The verification tool-
box provides a solution to the complete mapping of the state
space which can be used not only for the verification of the cor-
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rect circuit operation but also for the exploration of novel appli-
cations of existing structures.

In Chapter 5, a voltage sensing technique based on the sens-
ing of the onset of an oscillatory mode from stationary latching
behaviour on a circuit which can change operating modes un-
der variable supply voltage is developed. A circuit realisation
of a reference-free and tunable threshold voltage detector is in-
troduced using an autonomous even stage ring oscillator with
inherent sensitivity to the power supply.

6.2 directions for future research

The work presented in this thesis has exploited the benefits of
treating CMOS circuits with a dynamical systems mindset. How-
ever, many questions are in need of further investigation and
many opportunities for new studies have also emerged.

In Chapter 3, the algorithm for the stability analysis of periodic
orbits can be optimised and used in the generation of a parame-
ter space diagram for the evaluation of the stability region under
parameter variations. This diagram may serve as an initial refer-
ence for the designer for the selection of parameter values within
bounds not violating the predefined specifications. In addition,
a number of caveats need to be noted regarding the verification
flow of Chapter 4. The presented methodology is intended to
be applied on circuit blocks with low number of nodes. Despite
the straightforward implementation, the vector field generation
method does not scale well with the node count. Although an
adaptive state space sampling technique may provide increased
capacity, formal analog verification methods such as reachability
analysis [40] may be considered as an alternative option.

The implementation of the proposed sensing method in Chap-
ter 5 is based on a specific even stage ring oscillator design. How-
ever, a wide variety of oscillators from the literature [83, 84, 85]
may be analysed and a detailed comparison can elucidate the ad-
vantages of each design. In addition, although the dependence of
the detected power supply threshold on the ratio r was demon-
strated with simulations, an analytical model based on small sig-
nal parameters could also be developed. Moreover, the compact
size of the proposed sensor facilitates the design of a built-in self-
test without excessive area cost for better immunity to process
and temperature variations. The study of potential implementa-
tions and the fabrication of a chip demonstrator would also be
very valuable. Finally, further research may investigate in more
depth the relation between the bifurcation phenomena in low di-
mension ODE models and the corresponding CMOS structures
that can implement these functions, leading to a dynamical sys-
tem based circuit synthesis approach [86].
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6.3 conclusion

Despite the establishment of AMS designs as a principal driver
of the semiconductor industry, many open challenges in the AMS
verification process need to be addressed. Traditional simulation
techniques have evolved into a major bottleneck and alternative
verification frameworks must be developed to effectively solve
existing problems. This thesis has manifested the potential of dy-
namical systems theory as an active participant in the paradigm
shift in CMOS circuit verification.
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A
S I M U L AT I O N PA R A M E T E R VA L U E S

a.1 chapter 3

The parameter values for the simulations in Chapter 3 were cho-
sen according to the BSIM4 transistor model for the 90nm tech-
nology node from UMC. This allowed for a comparison between
the simulation results using each of the models. The channel
length modulation effect λ which determines the angle of the
saturation region for the simplified transistor model was selected
using basic fitting. Additionally, the capacitors connected to each
node were approximated in order to determine the actual time
constants of the simulated circuits.

a.1.1 Three-stage ring oscillator

Common values for both pMOS and nMOS devices:
L = 80e − 09m , W = 300e − 09m , COX = 0.9e − 02F/m2 ,
υsat = 24e06m/s, λ = 0.4
For pMOS devices:
VT = −0.35V , Ec = 24e6V/m , µe = 70e− 04m/Vs
For nMOS devices:
VT = 0.35V , Ec = 6e6V/m , µe = 270e− 04m/Vs
Node capacitances:
C1,C2,C3 = 1e− 15F

a.1.2 Yuan and Svensson toggle element with variable input frequency

Common values for both pMOS and nMOS devices:
L = 80e−09m , COX = 0.9e−02F/m2 , υsat = 24e06m/s, λ = 0.4
For pMOS devices:
VT = −0.35V , Ec = 24e6V/m , µe = 70e− 04m/Vs
For nMOS devices:
VT = 0.35V , Ec = 6e6V/m , µe = 270e− 04m/Vs
Transistor widths and node capacitances:
W1,W2,W3 = 600e − 09m, W1,W2,W3 = 1200e − 09m,
C1 = 0.5e− 15F, C2 = 2.5e− 15F, C3 = 4e− 15F, C4 = 1e− 15F,
C5 = 5.5e− 15F, C6 = 1e− 15F

a.2 chapter 4 and chapter 5

The 90nm technology node from UMC with the Spectre circuit
simulator from Cadence was used for the simulations in chapter
4 and chapter 5. Unless otherwise stated, the transistor length is
set to the minimum value (80nm) for this technology.

93

[ February 17, 2014 at 23:28 – classicthesis version 4.1 ]



B I B L I O G R A P H Y

[1] K. Jones, J. Kim, and V. Konrad, “Some real world problems
in the analog and mixed signal domains,” in Proc. Designing
Correct Circuits, 2008.

[2] A. Baz, D. Shang, F. Xia, and A. Yakovlev, “Self-timed sram
for energy harvesting systems,” in Proceedings of the 20th in-
ternational conference on Integrated circuit and system design:
power and timing modeling, optimization and simulation, PAT-
MOS’10, (Berlin, Heidelberg), pp. 105–115, Springer-Verlag,
2011.

[3] J. Wenck, R. Amirtharajah, J. Collier, and J. Siebert, “Ac
power supply circuits for energy harvesting,” in VLSI Cir-
cuits, 2007 IEEE Symposium on, pp. 92–93, 2007.

[4] “International technology roadmap for semiconductors,” In-
ternational Roadmap Committee 2012.

[5] T. Burd, T. Pering, A. Stratakos, and R. Brodersen, “A dy-
namic voltage scaled microprocessor system,” Solid-State
Circuits, IEEE Journal of, vol. 35, no. 11, pp. 1571–1580, 2000.

[6] E. Seevinck, F. List, and J. Lohstroh, “Static-noise margin
analysis of mos sram cells,” Solid-State Circuits, IEEE Journal
of, vol. 22, no. 5, pp. 748–754, 1987.

[7] B. Zhang, A. Arapostathis, S. Nassif, and M. Orshan-
sky, “Analytical modeling of sram dynamic stability,” in
Computer-Aided Design, 2006. ICCAD ’06. IEEE/ACM Inter-
national Conference on, pp. 315–322, 2006.

[8] G. Huang, W. Dong, Y. Ho, and P. Li, “Tracing sram sep-
aratrix for dynamic noise margin analysis under device
mismatch,” in Behavioral Modeling and Simulation Workshop,
2007. BMAS 2007. IEEE International, pp. 6–10, 2007.

[9] W. Dong, P. Li, and G. Huang, “Sram dynamic stability:
Theory, variability and analysis,” in Computer-Aided Design,
2008. ICCAD 2008. IEEE/ACM International Conference on,
pp. 378–385, 2008.

[10] M. Wieckowski, D. Sylvester, D. Blaauw, V. Chandra, S. Id-
gunji, C. Pietrzyk, and R. Aitken, “A black box method for
stability analysis of arbitrary sram cell structures,” in De-
sign, Automation Test in Europe Conference Exhibition (DATE),
2010, pp. 795–800, 2010.

[11] D. Kinniment, Synchronization and Arbitration in Digital Sys-
tems. Wiley, 2008.

94

[ February 17, 2014 at 23:28 – classicthesis version 4.1 ]



Bibliography 95

[12] S. Yang and M. Greenstreet, “Computing synchronizer fail-
ure probabilities,” in Design, Automation Test in Europe Con-
ference Exhibition, 2007. DATE ’07, pp. 1–6, 2007.

[13] C. Van Berkel and C. Molnar, “Beware the three-way ar-
biter,” Solid-State Circuits, IEEE Journal of, vol. 34, no. 6,
pp. 840–848, 1999.

[14] O. Maevsky, D. Kinniment, A. Yakovlev, and A. Bystrov,
“Analysis of the oscillation problem in tri-flops,” in Circuits
and Systems, 2002. ISCAS 2002. IEEE International Symposium
on, vol. 1, pp. I–381–I–384 vol.1, 2002.

[15] I. Syranidis, F. Xia, and A. Yakovlev, “A reference-free volt-
age sensing method based on transient mode switching,”
in Ph.D. Research in Microelectronics and Electronics (PRIME),
2012 8th Conference on, pp. 1–4, 2012.

[16] D. Giaouris, S. Banerjee, B. Zahawi, and V. Pickert, “Stability
analysis of the continuous-conduction-mode buck converter
via filippov’s method,” Circuits and Systems I: Regular Papers,
IEEE Transactions on, vol. 55, pp. 1084 –1096, may 2008.

[17] D. Giaouris, S. Maity, S. Banerjee, V. Pickert, and B. Zahawi,
“Application of filippov method for the analysis of subhar-
monic instability in dc-dc converters,” International Journal
of Circuit Theory and Applications, vol. 37, no. 8, pp. 899–919,
2009.

[18] C. He, L. Jin, D. Chen, and R. Geiger, “Robust high-gain
amplifier design using dynamical systems and bifurcation
theory with digital postprocessing techniques,” Circuits and
Systems I: Regular Papers, IEEE Transactions on, vol. 54, no. 5,
pp. 964–973, 2007.

[19] J. de Cos, A. Suarez, and F. Ramirez, “Analysis of oscillation
modes in free-running ring oscillators,” Microwave Theory
and Techniques, IEEE Transactions on, vol. 60, no. 10, pp. 3137–
3150, 2012.

[20] A. Basu and P. Hasler, “Nullcline-based design of a silicon
neuron,” Circuits and Systems I: Regular Papers, IEEE Transac-
tions on, vol. 57, no. 11, pp. 2938–2947, 2010.

[21] M. Greenstreet and P. Cahoon, “How fast will the flip flop?,”
in Advanced Research in Asynchronous Circuits and Systems,
1994., Proceedings of the International Symposium on, pp. 77–
86, 1994.

[22] C.-K. Pham, M. Tanaka, and K. Shono, “Bifurcation and
chaos in cmos inverters ring oscillator,” in Circuits and Sys-
tems, 1994. ISCAS ’94., 1994 IEEE International Symposium on,
vol. 5, pp. 697–700 vol.5, 1994.

[ February 17, 2014 at 23:28 – classicthesis version 4.1 ]



96 Bibliography

[23] R. Zhang, H. L. D. de S.Cavalcante, Z. Gao, D. J. Gauthier,
J. E. S. Socolar, M. M. Adams, and D. P. Lathrop, “Boolean
chaos,” Phys. Rev. E, vol. 80, p. 045202, Oct 2009.

[24] H. L. D. d. S. Cavalcante, D. J. Gauthier, J. E. S. Socolar, and
R. Zhang, “On the origin of chaos in autonomous boolean
networks,” Philosophical Transactions of the Royal Society
A: Mathematical,Physical and Engineering Sciences, vol. 368,
no. 1911, pp. 495–513, 2010.

[25] W. L. Ditto, A. Miliotis, K. Murali, S. Sinha, and M. L. Spano,
“Chaogates: Morphing logic gates that exploit dynamical
patterns,” Chaos: An Interdisciplinary Journal of Nonlinear Sci-
ence, vol. 20, no. 3, p. 037107, 2010.

[26] W. L. Ditto, K. Murali, and S. Sinha, “Chaos computing:
ideas and implementations,” Philosophical Transactions of the
Royal Society A: Mathematical, Physical and Engineering Sci-
ences, vol. 366, no. 1865, pp. 653–664, 2008.

[27] W. L. Ditto, K. Murali, and S. Sinha, “Chaos computing:
ideas and implementations,” Philosophical Transactions of the
Royal Society A: Mathematical, Physical and Engineering Sci-
ences, vol. 366, no. 1865, pp. 653–664, 2008.

[28] Z. Liu, K. Man, K. Tang, and G.-Q. Zhong, “Controlling
chaos in phase-locked loop,” in Industrial Electronics Society,
1998. IECON ’98. Proceedings of the 24th Annual Conference of
the IEEE, vol. 3, pp. 1560–1563 vol.3, 1998.

[29] D. Perry and H. Foster, Applied Formal Verification : For Dig-
ital Circuit Design: For Digital Circuit Design. McGraw-Hill
electronic engineering series, Mcgraw-hill, 2005.

[30] S. Tiwary, A. Gupta, J. Phillips, C. Pinello, and R. Zla-
tanovici, “First steps towards sat-based formal analog ver-
ification,” in Computer-Aided Design - Digest of Technical Pa-
pers, 2009. ICCAD 2009. IEEE/ACM International Conference
on, pp. 1–8, 2009.

[31] M. H. Zaki, I. M. Mitchell, and M. R. Greenstreet, “Dc oper-
ating point analysis - a formal approach.”

[32] B. Dutertre and L. de Moura, “The yices smt solver.” Avail-
able at http://yices.csl.sri.com/tool-paper.pdf, 2006.

[33] M. R. Greenstreet and S. Yang, “Verifying start-up condi-
tions for a ring oscillator,” in Proceedings of the 18th ACM
Great Lakes symposium on VLSI, GLSVLSI ’08, (New York, NY,
USA), pp. 201–206, ACM, 2008.

[34] M. Tadeusiewicz and S. Halgas, “Analysis of bjt circuits hav-
ing multiple dc solutions using deflation technique,” in Sig-
nals and Electronic Systems (ICSES), 2012 International Confer-
ence on, pp. 1–4, 2012.

[ February 17, 2014 at 23:28 – classicthesis version 4.1 ]



Bibliography 97

[35] M. Tadeusiewicz and S. Halgas, “A method for finding
multiple dc operating points of short channel cmos cir-
cuits,” Circuits, Systems, and Signal Processing, vol. 32, no. 5,
pp. 2457–2468, 2013.

[36] D. Crutchley and M. Zwolinski, “Using evolutionary and
hybrid algorithms for dc operating point analysis of non-
linear circuits,” in Evolutionary Computation, 2002. CEC ’02.
Proceedings of the 2002 Congress on, vol. 1, pp. 753–758, 2002.

[37] C. Yan and M. Greenstreet, “Circuit level verification of a
high-speed toggle,” in Formal Methods in Computer Aided De-
sign, 2007. FMCAD ’07, pp. 199–206, 2007.

[38] C. Yan and M. Greenstreet, “Verifying an arbiter circuit,” in
Formal Methods in Computer-Aided Design, 2008. FMCAD ’08,
pp. 1–9, 2008.

[39] C. Yan, M. Greenstreet, and J. Eisinger, “Formal verification
of an arbiter circuit,” in Asynchronous Circuits and Systems
(ASYNC), 2010 IEEE Symposium on, pp. 165–175, 2010.

[40] G. Frehse, B. Krogh, and R. Rutenbar, “Verifying analog os-
cillator circuits using forward/backward abstraction refine-
ment,” in Design, Automation and Test in Europe, 2006. DATE
’06. Proceedings, vol. 1, pp. 6 pp.–, 2006.

[41] S. Little, D. Walter, C. Myers, R. Thacker, S. Batchu, and
T. Yoneda, “Verification of analog/mixed-signal circuits us-
ing labeled hybrid petri nets,” Computer-Aided Design of In-
tegrated Circuits and Systems, IEEE Transactions on, vol. 30,
no. 4, pp. 617–630, 2011.

[42] S. Steinhorst and L. Hedrich, “Improving verification cover-
age of analog circuit blocks by state space-guided transient
simulation,” in Circuits and Systems (ISCAS), Proceedings of
2010 IEEE International Symposium on, pp. 645–648, 2010.

[43] R. Narayanan, B. Akbarpour, M. Zaki, S. Tahar, and L. Paul-
son, “Formal verification of analog circuits in the presence
of noise and process variation,” in Design, Automation Test
in Europe Conference Exhibition (DATE), 2010, pp. 1309–1312,
2010.

[44] D. Grabowski, C. Grimm, and E. Barke, “Semi-symbolic
modeling and simulation of circuits and systems,” in Cir-
cuits and Systems, 2006. ISCAS 2006. Proceedings. 2006 IEEE
International Symposium on, pp. 4 pp.–986, 2006.

[45] T. Burd, T. Pering, A. Stratakos, and R. Brodersen, “A dy-
namic voltage scaled microprocessor system,” Solid-State
Circuits, IEEE Journal of, vol. 35, no. 11, pp. 1571–1580, 2000.

[46] J. Paradiso and T. Starner, “Energy scavenging for mobile
and wireless electronics,” Pervasive Computing, IEEE, vol. 4,
no. 1, pp. 18–27, 2005.

[ February 17, 2014 at 23:28 – classicthesis version 4.1 ]



98 Bibliography

[47] V. Raghunathan, A. Kansal, J. Hsu, J. Friedman, and M. Sri-
vastava, “Design considerations for solar energy harvesting
wireless embedded systems,” in Information Processing in
Sensor Networks, 2005. IPSN 2005. Fourth International Sym-
posium on, pp. 457–462, 2005.

[48] J.-P. Curty, N. Joehl, C. Dehollaini, and M. Declercq, “Re-
motely powered addressable uhf rfid integrated system,”
Solid-State Circuits, IEEE Journal of, vol. 40, no. 11, pp. 2193–
2202, 2005.

[49] F. Kocer, P. Walsh, and M. Flynn, “Wireless, remotely pow-
ered telemetry in 0.25um cmos,” in Radio Frequency Inte-
grated Circuits (RFIC) Symposium, 2004. Digest of Papers. 2004
IEEE, pp. 339–342, 2004.

[50] F. Kocer and M. Flynn, “A long-range rfid ic with on-chip
adc in 0.25um cmos,” in Radio Frequency integrated Circuits
(RFIC) Symposium, 2005. Digest of Papers. 2005 IEEE, pp. 361–
364, 2005.

[51] S. Ay, “A nanowatt cascadable delay element for compact
power-on-reset (por) circuits,” in Circuits and Systems, 2009.
MWSCAS ’09. 52nd IEEE International Midwest Symposium
on, pp. 62–65, 2009.

[52] W.-C. Yen and H.-W. Chen, “Low power and fast system
wakeup circuit,” Circuits, Devices and Systems, IEE Proceed-
ings -, vol. 152, no. 3, pp. 223–228, 2005.

[53] D. Shang, F. Xia, and A. Yakovlev, “Wide-range, reference
free, on-chip voltage sensor for variable vdd operations,” in
Circuits and Systems (ISCAS), 2013 IEEE International Sympo-
sium on, pp. 37–40, 2013.

[54] S.-W. Chen, M.-H. Chang, W.-C. Hsieh, and W. Hwang,
“Fully on-chip temperature, process, and voltage sensors,”
in Circuits and Systems (ISCAS), Proceedings of 2010 IEEE In-
ternational Symposium on, pp. 897–900, 2010.

[55] I. A. Kuznetzov, Elements of Applied Bifurcation Theory. Ap-
plied Mathematical Sciences, Springer, 1998.

[56] M. Hirsch, S. Smale, and R. Devaney, Differential Equations,
Dynamical Systems, and an Introduction to Chaos. No. v. 60 in
Pure and Applied Mathematics, Academic Press, 2004.

[57] N. Finizio and G. Ladas, An introduction to differential equa-
tions, with difference equations, Fourier series and partial differ-
ential equations. Wadsworth Pub. Co., 1982.

[58] M. di Bernardo, C. J. Budd, A. R. Champneys, P. Kowalczyk,
A. B. Nordmark, G. O. Tost, and P. T. Piiroinen, “Bifurca-
tions in nonsmooth dynamical systems,” SIAM Rev., vol. 50,
pp. 629–701, Nov. 2008.

[ February 17, 2014 at 23:28 – classicthesis version 4.1 ]



Bibliography 99

[59] M. Di Bernardo, Piecewise-smooth Dynamical Systems: Theory
and Applications. Applied Mathematical Sciences, Springer,
2008.

[60] R. Seydel, Practical Bifurcation and Stability Analysis. Interdis-
ciplinary Applied Mathematics, Springer, 2009.

[61] A. Vladimirescu, The spice book. J. Wiley, 1994.

[62] S. Strogatz, Nonlinear Dynamics and Chaos: With Applications
to Physics, Biology, Chemistry, and Engineering. Studies in non-
linearity, Perseus Books Group, 2008.

[63] R. Baker, CMOS: Circuit Design, Layout, and Simulation. IEEE
Press Series on Microelectronic Systems, Wiley, 2011.

[64] S. Banerjee, Dynamics for Engineers. Wiley, 2005.

[65] N. Weste and D. Harris, CMOS VLSI Design: A Circuits and
Systems Perspective. ADDISON WESLEY Publishing Com-
pany Incorporated, 2011.

[66] K. Kundert, “Simulation methods for rf integrated circuits,”
in Computer-Aided Design, 1997. Digest of Technical Papers.,
1997 IEEE/ACM International Conference on, pp. 752–765,
1997.

[67] P. Selting and Q. Zheng, “Numerical stability analysis of
oscillating integrated circuits,” Journal of Computational and
Applied Mathematics, vol. 82, pp. 367 – 378, 1997.

[68] A. Lazarus and O. Thomas, “A harmonic-based method for
computing the stability of periodic solutions of dynamical
systems,” Comptes Rendus Mecanique, vol. 338, no. 9, pp. 510

– 517, 2010.

[69] T. H. Morshed, D. D. Lu, and W. Yang, BSIM4v4.7 MOSFET
Model - User Manual. Department of Electrical Engineering
and Computer Sciences University of California, Berkeley„
2011.

[70] R. Leine, Bifurcations in discontinuous mechanical systems of
Filippov type. PhD thesis, 2000.

[71] Q. Huang and R. Rogenmoser, “Speed optimization of edge-
triggered cmos circuits for gigahertz single-phase clocks,”
Solid-State Circuits, IEEE Journal of, vol. 31, no. 3, pp. 456–
465, 1996.

[72] X. P. Yu, A. Do, W. M. Lim, K.-S. Yeo, and J.-G. Ma, “Design
and optimization of the extended true single-phase clock-
based prescaler,” Microwave Theory and Techniques, IEEE
Transactions on, vol. 54, no. 11, pp. 3828–3835, 2006.

[ February 17, 2014 at 23:28 – classicthesis version 4.1 ]



100 Bibliography

[73] T. Shima and T. Kusaga, “Oscillation mechanism analysis
of the n-stage ring oscillator origami,” IEEJ Transactions on
Electrical and Electronic Engineering, vol. 5, no. 6, pp. 632–638,
2010.

[74] G. Yan, C. Zhongjian, F. Wennan, and J. Lijiu, “Design of
cmos high speed self-regulating vco using negative skewed
delay scheme,” in Solid-State and Integrated Circuits Technol-
ogy, 2004. Proceedings. 7th International Conference on, vol. 2,
pp. 1333–1336 vol.2, 2004.

[75] L. Sun and T. Kwasniewski, “A 1.25-ghz 0.35um monolithic
cmos pll based on a multiphase ring oscillator,” Solid-State
Circuits, IEEE Journal of, vol. 36, no. 6, pp. 910–916, 2001.

[76] B. Dutertre and L. de Moura, The YICES SMT Solver. Com-
puter Science Laboratory, SRI International, 2006.

[77] J. Moehlis, K. Josic, and E. T. Shea-Brown, “Periodic orbit,”
Scholarpedia, vol. 1, no. 7, p. 1358, 2006.

[78] W. Hartong, L. Hedrich, and E. Barke, “Model checking al-
gorithms for analog verification,” in Design Automation Con-
ference, 2002. Proceedings. 39th, pp. 542–547, 2002.

[79] S. Steinhorst, M. Peter, and L. Hedrich, “State space explo-
ration of analog circuits by visualized multi-parallel particle
simulation,” in 2009 International Conference on Signal Process-
ing Systems, pp. 858–862, 2009.

[80] K. Uyttenhove and M. Steyaert, “Speed-power-accuracy
tradeoff in high-speed cmos adcs,” Circuits and Systems II:
Analog and Digital Signal Processing, IEEE Transactions on,
vol. 49, no. 4, pp. 280–287, 2002.

[81] C.-P. Chiang and K.-W. Tam, “Novel cmos voltage sen-
sor with process invariant threshold for passive uhf rfid
transponders,” in Microwave Conference, 2008. APMC 2008.
Asia-Pacific, pp. 1–4, 2008.

[82] A. Shilnikov and D. Turaev, “Blue-sky catastrophe,” Scholar-
pedia, vol. 2, no. 8, p. 1889, 2007.

[83] C.-H. Park and B. Kim, “A low-noise 900 mhz vco in 0.6
/spl mu/m cmos,” in VLSI Circuits, 1998. Digest of Technical
Papers. 1998 Symposium on, pp. 28–29, 1998.

[84] I. Nissinen, A. Mantyniemi, and J. Kostamovaara, “A cmos
time-to-digital converter based on a ring oscillator for a
laser radar,” in Solid-State Circuits Conference, 2003. ESSCIRC
’03. Proceedings of the 29th European, pp. 469–472, 2003.

[85] E. Tatschl-Unterberger, S. Cyrusian, and M. Ruegg, “A
2.5ghz phase-switching pll using a supply controlled 2-
delay-stage 10ghz ring oscillator for improved jitter/mis-
match,” in Circuits and Systems, 2005. ISCAS 2005. IEEE In-
ternational Symposium on, pp. 5453–5456 Vol. 6, 2005.

[ February 17, 2014 at 23:28 – classicthesis version 4.1 ]



Bibliography 101

[86] M. Greenstreet and X. Huang, “A smooth dynamical sys-
tem that counts in binary,” in Circuits and Systems, 1997. IS-
CAS ’97., Proceedings of 1997 IEEE International Symposium
on, vol. 2, pp. 977–980 vol.2, 1997.

[ February 17, 2014 at 23:28 – classicthesis version 4.1 ]


