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Abstract

Rapid advancement of the internet of things (IoT) is predicated by two important factors

of the electronic technology, namely device size and energy-efficiency. With smaller

size comes the problem of process, voltage and temperature (PVT) variations of delays

which are the key operational parameters of devices. Parametric variability is also

an obstacle on the way to allowing devices to work in systems with unpredictable

power sources, such as those powered by energy-harvesters. Designers tackle these

problems holistically by developing new techniques such as asynchronous logic, where

mechanisms such as matching delays are widely used to adapt to delay variations. To

mitigate energy efficiency and power interruption issues the matching delays need to

be ideally retained in a non-volatile storage. Meanwhile, a resistive memory called

memristor becomes a promising component for power-restricted applications owing to

its inherent non-volatility. While providing non-volatility, the use of memristor in delay

matching incurs some power overheads. This creates the first challenge on the way of

introducing memristors into IoT devices for the delay matching.

Another important factor affecting the use of memristors in IoT devices is the

dependence of the memristor value on temperature. For example, a memristance

decoder used in the memristor-based components must be able to correct the read data

without incurring significant overheads on the overall system. This creates the second

challenge for overcoming the temperature effect in memristance decoding process.

In this research, we propose methods for improving PVT tolerance and energy

characteristics of IoT devices from the perspective of above two main challenges:

(i) utilising memristor to enhance the energy efficiency of the delay element (DE), and

(ii) improving the temperature awareness and energy robustness of the memristance

decoder.
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For memristor-based delay element (MemDE), we applied a memristor between two

inverters to vary the path resistance, which determines the RC delay. This allows power

saving due to the low number of switching components and the absence of external delay

storage. We also investigate a solution for avoiding the unintended tuning (UT) and a

timing model to estimate the proper pulse width for memristance tuning. The simulation

results based on UMC 180nm technology and VTEAM model show the MemDE can

provide the delay between 0.55ns and 1.44ns which is compatible to the 4-bit multiplexer-

based delay element (MuxDE) in the same technology while consuming thirteen times

less power. The key contribution within (i) is the development of low-power MemDE to

mitigate the timing mismatch caused by PVT variations.

To estimate the temperature effect on memristance, we develop an empirical temper-

ature model which fits both titanium dioxide and silver chalcogenide memristors. The

temperature experiments are conducted using the latter device, and the results confirm

the validity of the proposed model with the accuracy R-squared >88%. The memristance

decoder is designed to deliver two key advantages. Firstly, the temperature model is

integrated into the VTEAM model to enable the temperature compensation. Secondly, it

supports resolution scalability to match the energy budget. The simulation results of the

2-bit decoder based on UMC 65nm technology show the energy can be varied between

49fJ and 98fJ. This is the second major contribution to address the challenge (ii).

This thesis gives future research directions into an in-depth study of the memristive

electronics as a variation-robust energy-efficient design paradigm and its impact on

developing future IoT applications.
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Chapter 1

Introduction

1.1 Challenges of IoT applications

The number of IoT devices is growing rapidly due to the wide range of applications and

fields concerned, such as agriculture, healthcare and disaster warning. Next-generation

IoT devices are expected to incorporate improvements in the following areas:

• Higher intelligence – machine learning techniques will be integrated so that

decisions are made by the devices themselves, giving shorter response times and

lower power loss in data transmission [1, 2].

• More compact size – where advanced features such as machine learning can

be integrated with a small form factor [2]. The convolutional neural networks

proposed by Yakopcic et al. [3] and Ni et al. [4] occupy about 1mm2 chip areas.

• Lower power use – devices are typically equipped with batteries or energy

harvesters; therefore, power reductions can improve system reliability [1, 2].

Blaauw et al. reveal the millimetre-size sensing devices supplied by 1mm2 thin-

film lithium batteries must consume average power in nano-Watts to be able to live

for a year [5].

• Low maintenance requirements – maintenance capability and cost become issues

when many millions of devices operate worldwide. This is more serious in

pandemic situations when mobility is restricted due to lockdown measures.

2
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These improvements rely on the two key factors of device size and energy efficiency,

which can be achieved by technology scaling.

As shown in Fig. 1.1, when a technology node is reduced, the following parametric

variations become more critical:

• Process variation – imperfections in the manufacturing process cause deviations

in transistor dimensions. This contributes to variability in the threshold voltage

and output driving strength. Pelgrom et al. proposed the standard deviation of

the transistor’s threshold is inversely proportional to the squared root of the gate

area [6]. This relation is confirmed by the model proposed by Ye et al., which

estimates the threshold’s standard deviation of 120mV when the technology is

scaled down to 12nm [7].

• Voltage variation – unreliable power sources such as energy harvesters lead to

fluctuations in supply voltages. Zhang et al. reported the output voltage of the

on-chip switching capacitor DC-DC converter in UMC 90nm technology swings

between 0.6V−1V [8]. This causes a variation in the transistor’s gate-source voltage

which has a quadratic relationship to its output current (drain-source current) [9].

• Temperature variation – changes in temperature mainly affect the transistor’s

threshold voltage and carrier mobility. The temperature dependency of the

threshold voltage is negative and near-linear, while the carrier mobility is typically

proportional to T−3/2 [9], where T stands for temperature in Kelvin. The temperat-

ure variation leads to uncertain output current.

• Aging – the threshold voltage of the transistor increases over time due to the effects

of negative/positive bias temperature instability (N/PBTI) and hot carrier injection

(HCI). The increased threshold degrades the output current resulting in slower

speed. Ghosh and Roy reveal the mean inverter gate delay in PTM 32nm technology

rises by ≈9% within three years [10]. Additionally, the wire shape can be distorted

by the electromigration effect increasing the wire resistance [11].

In summary, all of the effects mentioned above contribute to uncertainty associated

with the transistor’s output current and consequently severely affect path delays. Delay

mismatches cause timing violations when data propagate to the destination register later
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than the clock signal [12]. Therefore, to decrease feature size successfully, timing violations

need to be mitigated.
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Figure 1.1: Thesis motivation and overview.

1.2 The potential use of memristors to mitigate timing violations

Typically, problems of timing violation are solved by adjusting the clock signal to satisfy

the setup and hold times of the receivers [13, 14] or detecting the timing violation and

recovering the system accordingly [15, 16]. Although the above methods can solve the

problems, the system frequency is degraded to cover the worst-case scenario where

the timing violation occurs at the longest path. Alternatively, asynchronous logic has

been proposed to tackle timing issues by using adaptive delay lines instead of clock
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signals [17]. This technique can solve the problem and leverage system performance

to the average case due to its data-driven nature [18, 19]. For example, the latency

of an asynchronous ripple-carry adder is considered in term of average value because

the latency can vary between the shortest value (best) when the carry is not generated

and the longest value (worst) in case the carry has to propagate through the entire

carry chain [20]. On the contrary, the synchronous adder’s latency must be selected

from the worst-case value even the carry does not exist due to the lack of completion

detection. In [17], the margin penalty of the asynchronous system increases only

13% at a 40% rate of timing violations. In comparison, its synchronous counterpart’s

margin penalty increases as high as 30%, with just a 10% rising in the rate of timing

violations. Although asynchronous logic offers higher performance and more robustness

to parametric variability, further configurable delay circuitry is required. The subsequent

higher power consumption then leads to greater risks of configuration loss due to power

interruption [17]. This extra power is not spent only for switching the delay circuitry, but

it is also used for transferring the delay configuration to and from the memory device.

Dally reported the energy used for data movement is 3 order of magnitude higher than

that of the computing task [21]. Therefore, retaining the delay configuration in non-

volatile storage without the need for data movement would be an ideal solution.

Recently, a resistive memory device called the memristor has been invented [22, 23].

Its most interesting feature is that its internal resistance, called memristance, can be tuned

and retained owing to its inherent non-volatility. In comparison to NAND flash, which

is a current non-volatile memory technology, the memristor has a similar data retention

of 10 years [24–26]. In addition, Stathopoulos et al. [27] showed the AlxOy/TiO2 device

is stable at high temperature (85°C) for 8 hours. The high endurance of 1012 cycles,

which is 7-8 orders magnitude higher than NAND flash, was reported by Yang et al. [24]

and Abunahla et al. [28]. Considering the memristor’s performance, it can be read and

written within 10ns which is 4 orders magnitude faster than NAND flash and close

to the speed of DRAM [24, 26, 28]. Although the operating speed of SRAM, which is

in sub-nanoseconds, is faster than that of the memristor, it requires up to 35x larger

area [24,26,28]. Lastly, the memristor can be fabricated using the existing CMOS process

as demonstrated by Maheshwari et al. [29]; it was formed between two metal layers on

top of the transistor. Due to the aforementioned features, memristor is considered to be
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a promising device for power-restricted applications [30].

Regarding RC delay, digital circuits’ propagation times can be controlled by adjusting

either path resistance or path capacitance. To increase the delay, adding path resistance

provides a better power saving because the current can be reduced. Adding path

capacitance, however, requires more charges to fill up the capacitor resulting in higher

power consumption. Because delay is proportional to resistance and the memristor’s

resistance is non-volatile, this device creates an opportunity to develop a low-power delay

matching solution to mitigate the timing violation problem in IoT devices.

1.3 Requirements for mitigation of temperature effects in

memristor-based IoT devices

The memristor is also affected by the following variations:

• Process variation – imperfections in memristor geometry cause deviations in

memristance range, threshold and switching time [31]. Hu et al. reported the

OFF and ON memristances of titanium dioxide memristor vary between −5.5%

and 4.8% when the deviation of the device’s thickness is 2% [32]. The experimental

data from Li et al. show an inverse non-linear relationship between active areas

and set voltages [33]. Therefore, the uncertainty in the fabrication process causes

the threshold voltage variability and consequently affects the switching time as

expressed by Kvatinsky et al. [34].

• Voltage variation – the memristance can be programmed by applying a voltage

above the memristor’s threshold for an amount of time; thus, the tuning accuracy

decreases when at least one of both parameters deviates [34]. Importantly, the phase

of the material, which dominates the memristance, can be affected by Joule heating

resulting from the over-supply voltage [25]. When a voltage below the threshold is

applied for a memristance reading, this variation may lift the signal amplitude and

cause unexpected programming if this amplitude exceeds the threshold.

• Temperature variation – changes in temperature affect the value of memristance in

both volatile and non-volatile fashions. The volatility comes from the temperature

dependency of the material’s resistivity [31, 35–40]. The temperature can also
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change the phase of the material, and this change is non-volatile [25]. Although

both effects shift the memristance and consequently cause reading errors, the non-

volatile effect is less significant due to the fact that a sufficiently high temperature is

required to start the phase transition. For example, chalcogenide (Ge2Se3) material

needs about 350°C to start the crystallisation, which reduces the resistivity [41]. The

memristor switching time is also reported as temperature-dependent. It decreases

non-linearly when the temperature rises as described by Abunahla et al. [42].

Among these variations, the temperature effect is the worst problem because it has

a high impact on memristance, as depicted in Fig. 1.1. Hence, error still occurs

even when a large memristance margin is adopted and a high-precision programming

technique is implemented. This creates a requirement of temperature compensation

for the memristance decoding process, which is essential in memristor applications

such as crossbar dot-product engines [1, 43, 44], neuromorphic computing [45–47],

biosensors [48–50], and multi-bit memories [27, 51–54]. Alternatively, temperature

sensitivity can be utilised to build a temperature sensor which can cooperate with the

clock generator to adjust clock frequency in order to prevent timing violations. Both

methods create a challenge to model the temperature sensitivity of the memristor so as to

provide a solution to mitigate the temperature effect.

The memristance decoder is an essential building block in reading the memristor’s

value. It is composed of a comparator which is used to compare the memristance against

reference values. To decode the memristance, the comparison process is iterated using

the reference values to satisfy the desired output resolution. Therefore, to achieve high

resolution, energy consumption is increased. This causes a reliability issue in modern IoT

devices because they are typically equipped with an unpredictable power source such

as an energy harvester. To operate under these conditions, the design of a memristance

decoder that can scale its resolution based on the available energy budget is challenging.

Coupling this decoder with the temperature model can thus create an energy-adaptive

solution for temperature compensation and sensing, which are necessary in developing

memristor-based IoT devices.

NCL-EEE-MICRO-TR-2021-220, Newcastle University 7



Bunnam T: Memristor-based design solutions for mitigating parametric variations in IoT app.

1.4 Summary

The future development of IoT devices will be directed towards reducing their size and

improving energy efficiency. Technology scaling can achieve both goals holistically, but

risks failure due to the effects of parametric variations. In this research, the problems of

such variations are approached from two perspectives:

(i) We propose methods for utilising memristor to improve the energy efficiency of

delay matching in CMOS circuits;

(ii) We propose methods for improving the temperature awareness and energy robust-

ness of the memristance decoder.

1.5 Contributions

The main contributions of this thesis are as follows:

• Pulse-controlled memristor-based delay element design

A memristor-based delay element is implemented by placing the memristor

between two inverters to vary the path resistance, which affects the delay. We

further investigate a solution to the unintended tuning problem that occurs when

the signal level is higher than one of the memristor’s thresholds. To determine the

appropriate pulse width for memristance tuning, an excitation time model based

on a voltage divider is realised.

The main advantage of this delay element is energy efficiency due to the smaller

number of transistors required and the absence of the current path in normal mode,

where the input propagates to the output with some delay. Furthermore, the

proposed delay element does not need to be re-initialised every time the system

starts, since the delay can be retained in the memristor. Thus, the delay element

can mitigate timing violations while saving on overall energy consumption and

reducing the start-up time of IoT devices. This work relates to perspective (i).

• Temperature model of the memristors

An empirical-based temperature sensitivity of the titanium dioxide memristor

is modelled and integrated into the VTEAM model. The model describes the
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relationship between OFF memristance and temperature in an inverse exponential

equation. This model is further applied to the silver-chalcogenide memristor, which

is the only off-the-shelf memristor currently available. The experimental results

from measurements of OFF memristance during a temperature sweep confirm the

model’s accuracy, with a value of R-squared > 88%.

The model presented is expected to cover the memristors that are build from metal-

oxide and chalcogenide materials. It will enable improved temperature tolerance in

the design of memristive circuits and temperature sensing applications. This work

is combined with the proposed memristance decoder to address perspective (ii).

• Design of thermally-aware memristance decoder

A resolution-scalable memristance decoder circuit is proposed to support mem-

ristance decoding based on the energy budget. The comparator is the main

building block, which is designed based on the current-mode circuit to achieve high

performance at low power. The temperature model is applied in a simulation to

demonstrate the decoding error due to the temperature effect and data correction.

Furthermore, a configurable capacitor array is implemented to mitigate the offset

from process variation. Besides, the decoder supports both synchronous and

asynchronous schemes and does not contain any resistors which are susceptible

to parametric variation.

Ultimately, the proposed decoder is suitable for memristor-based IoT devices where

power and parametric variation affect their operation. This work deals with

perspective (ii).

1.6 Thesis layout

This thesis is organised as follows:

Chapter 1 − Introduction. This chapter briefly discusses the background and

motivation for the thesis and summarises its contributions.

Chapter 2 − Background. An overview is given of parametric variations, methods

of asynchronous circuit design and the requirements of delay elements. The major

challenges of delay element designs to address timing violations are described. We

summarise the properties of the memristor, which is used to design a delay element in
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this study. The opportunity to model the temperature effect is discussed. Memristance

decoders and their potential to compensate for the effects of temperature on memristance

are investigated.

Chapter 3−Memristor-based delay elements. In this chapter, a method is developed

for memristor-based delay element design for asynchronous bundled data circuits. A

method of unintended tuning avoidance and an excitation time model to estimate the

proper pulse width for memristance tuning are also developed.

Chapter 4 − Modelling temperature effect on the memristance. This chapter

proposes an empirical model to estimate changes in memristance with respect to

temperature, and it includes a theoretical analysis supported by experimental results.

Chapter 5 − Thermally-aware memristance decoder. A method of memristance

decoder design with resolution scalability is developed. The memristor model from

chapter 4 is applied to demonstrate the temperature effect and its compensation.

Chapter 6 − Conclusions. The contributions of the study discussed in this thesis are

summarised, and future research areas for the development of memristor-based design

solutions for mitigating parametric variations in IoT applications are suggested.
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Chapter 2

Background

This chapter reviews current achievements in the field subject to investigation. Sec-

tion 2.1 describes the sources and effects of parametric variations. It explains the

techniques used to improve robustness against such variations, beginning with an

explanation of timing violation in synchronous circuits and existing solutions, including

the use of a delay element. Then, asynchronous circuits and their handshaking protocols

are considered. The role of the delay element for bundled-data protocols is explained.

Finally, the performance of the techniques mentioned are discussed and the opportunity

provided by a bundled-data protocol, which requires a delay element, is highlighted.

In section 2.2, existing delay elements are reviewed. The advantages of memristor-

based delay elements compared to CMOS ones are discussed. The improvements needed

for a memristor-based delay element are highlighted.

Section 2.3 describes the memristive devices which are built based on titanium

dioxide and chalcogenide materials. The memristor model called VTEAM and its

parameter sets are explained. The challenges in temperature modelling and tuning pulse

width are discussed. Finally, the memristor’s metastability is reviewed.

In section 2.4, the need of comparator in memristance decoding process is explained.

The design, operation and opportunity of the latch comparator is considered as well as

its offset and metastability issues.

Section 2.5 summarises the impact of parametric variations on IoT devices which are

based on digital and memristive systems. The opportunities to develop a memristor-
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based delay element, modelling of the temperature effect on memristance, and the design

of a memristance decoder to mitigate such variations are highlighted.

2.1 Parametric variations-tolerant design techniques

2.1.1 Parametric variations in CMOS circuits

Parametric variations can be classified into two categories: process variations (static) and

dynamic variations. Process variation tends to increase when feature size is reduced,

due to limitations in manufacturing processes; for example, subwavelength lithography,

random dopant fluctuations (RDFs), and line edge roughness (LER). In the optical

lithography process, the wavelength of light used to create a pattern is only slowly

scaled compared to feature size, as illustrated in Fig. 2.1. The wavelengths used started

to become smaller in 1994 when feature size had reached 0.35µm and this gap has

steadily increased since that time. This issue causes loss of accuracy in layout printing

and consequently imperfections in transistor dimensions, oxide thickness and threshold

voltage. RDF causes variability in dopant atom concentration. In the older technologies,

the large doping area could accept a high number of doping atoms. Therefore, small

fluctuations in the number of these atoms did not affect their concentration. However,

as transistor size has been scaled down, the number of doping atoms has declined,

as shown in Fig. 2.2. Consequently, a small variation in dopant atoms has a bigger

impact on the concentration, resulting in threshold voltage variation [55, 56]. LER arises

from imperfections in the etching process. The imprecise etching of the poly layer

results in different channel widths and lengths of the transistors that are supposed to

be identical. This causes difference in transistor driving strength. Overall, technology

scaling increases process variation and consequently affects the threshold and driving

strength of the transistors.

Dynamic variation includes the effect of environmental variations and ageing. Vari-

ability in environmental conditions can be further classified as voltage, temperature,

humidity and radiation variations. In large technology nodes, the effect of voltage

variations is not significant since the supply voltage is relatively high compared to the

transistor’s threshold. However, this high voltage causes high power consumption,

which is not suitable for IoT applications which are operated using limited and unstable
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Figure 2.1: Trends in feature size and light source wavelength [57].
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Figure 2.2: Scaling trend of number of doping atoms in a transistor’s channel.

power sources. Scaling the technology down can reduce the operating voltage and

power dissipation, but the gap between the supply voltage and transistor threshold

is also reduced, and thus variations in supply voltage may severely affect circuit

performance, as shown in Fig. 2.3. It can be seen that the standard deviation of the

path delay is increased when the supply voltage (Vdd) falls below the nominal value and

hence the number of unqualified chips (striped area) is expanded.

Temperature variation involves not only ambient temperature but also spatial heat

dissipation, as shown in Fig. 2.4. The areas that undergo higher switching activity

dissipate more power than others, and this power is transformed into the heat. Dif-

ferences in temperature between areas alter the transistor thresholds at different rates.

The thresholds of the transistors in hotter areas are reduced, and hence their switching

speeds are faster than those in colder areas. Therefore, temperature variation causes
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Figure 2.3: Impact of supply voltage scaling on path delay distribution; both mean and sigma of
delay distribution as well as the number of paths failing to meet target frequency increase [10].

timing mismatches in every part of the circuit. In addition, although the reduction in

threshold voltage at high temperature accelerates performance, it increases the leakage

current which contributes to heating and power loss, and lowers the stability of IoT

devices.
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Figure 2.4: Temperature variation within a chip due to hot-spot [58].

In integrated circuits, moisture causes corrosion due to electrochemical migration

between wires, and performance degradation regarding the increased dielectric con-

stant [59]. However, Stellari et al. show the interconnect deterioration decreases the

overall performance of ring oscillators and voltage-controlled oscillators by only less

than 3% [60]. This is because the performance degradation is dominated by the front

end of line (FEOL) devices, i.e. transistors, which are protected from moisture by the

interconnect layers. Although the humidity impact on performance is insignificant, the

impact on reliability is still concerned, especially in designing implantable devices which

operate in humid environments. Eder et al. propose temperature and humidity sensors

with a small footprint (0.2mm2) for monitoring both parameters in realtime [61].

The radiation can impact CMOS devices in the short and long terms. Total ionising
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dose (TID) contributes charge trapping in the oxide layer and silicon-oxide interface

which can shift the transistor’s threshold voltage in long term. Both oxide- and interface-

trapped charges are positive in the PMOS transistor therefore its threshold is decreased.

In the case of NMOS transistor, only interface-trapped charge is negative leading to a

slower increase in threshold voltage. Borghello observes, based on 65nm technology,

the PMOS transistor fails to conduct current once the irradiation reaches 1 Grad(SiO2)

at T=298K. In contrast, the current driving strength of the NMOS transistor reduces by

60% at the same irradiation value [62]. Single event effect (SEE) [63] can cause a signal

switching which results in the wrong data collection if the register is triggered during

this accidental switching (single-event transient, SET). It can also flip the logic inside the

register leading to the data error (single-event upset, SEU).

Ageing is an effect where circuit performance degrades over time. It consists of a

number of phenomena such as negative bias temperature instability (NBTI), positive

bias temperature instability (PBTI), hot carrier injection (HCI), time-dependent dielectric

breakdown (TDDB) and electromigration. Ageing becomes a serious problem when gate

oxide thickness is scaled to below 1.5nm [64, 65].

NBTI occurs when applying negative gate-source voltage to a PMOS transistor. This

votlage creates traps at the substrate-dielectric interface which capture the electrons from

the channel, resulting in a rise in threshold voltage and timing mismatch. Removing

the gate-source voltage can release electrons from these traps, but some still remain.

Therefore, the PMOS switching time increases over time. The mechanism of PBTI is the

same as for NBTI except that it happens in NMOS transistors biased by a positive gate-

source voltage. Both mechanisms are magnified at high temperature [66]. Although

the impact of PBTI is negligible compared to NBTI, it became a serious issue once the

Hi-K/Metal Gate transistor was introduced [67].

HCI is similar to N/PBTI but in a different direction. It occurs when applying a

horizontal electric field between drain and source regions. This electric field accelerates

electrons into the channel and those that have enough energy (hot carriers) will enter

dielectric and substrate permanently. Another difference between HCI and N/PBTI

is that the latter occurs when the transistors are ON (|Vgs| > 0), while HCI happens

when a transistor switches from low to high. Therefore, the HCI effect increases with

operating frequency [10]. In addition, this effect has an exponential relationship to
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supply voltage [68] while temperature does not magnify it crucially [69]. HCI usually

arises in NMOSs because the major carrier is the electron. It results in performance

degradation due to the elevated transistor threshold. Schlunder et al. reveal N/PBTI

dominates the frequency degradation of ring oscillators while the HCI effect is clearly

observed after 10 years of operation [70].

TDDB or oxide breakdown [71] is a corollary of N/PBTI and HCI. The increasing

amount of trapped charges inside the dielectric over time can create a conductive path

between the gate and channel of the transistor which results in functional failure. The

risk of this effect increases when the technology is scaled down because the dielectric

layer is thinner.

Electromigration is an effect that distorts the shape of wire due to the transfer of

momentum between conducting electrons and diffusing metal atoms [11]. A wire that

contains a high current density is vulnerable to this effect. When the wire is mis-shaped,

its resistance increases resulting in longer path delay.

In summary, technology scaling is beneficial to IoT applications because it can reduce

device size and power consumption. However, this comes at the cost of parametric

variations which lead to timing mismatches in digital circuits. In particular, the timing is

changed dynamically due to environmental variation and ageing. Therefore, an online

delay matching technique is essential in tackling these variations. This technique also

needs to be energy-efficient so as to suit IoT applications.

2.1.2 Techniques for synchronous circuits

In synchronous circuits, parameter variations alter the path resistances of the clock

signal so that it cannot satisfy the setup and hold times of the receivers. For example,

considering the synchronous pipeline shown in Fig. 2.5a, the combinational circuit

processes the input from register A (RegA) and the output is collected by register B

(RegB). Regarding the timing diagram in Fig. 2.5b, ideally, the clock period is assigned

to satisfy the register’s setup time, which is the time that the input signal must be

stable before the clock transition. In practical, however, the propagation time of the

combinational block may delay due to the effects of these variations. As a result, the

setup time is unsatisfied and the data correctness cannot be guaranteed.

Traditionally, a safety margin is added to the clock period to ensure the circuit can still
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operate during the presence of variations. For TSMC 0.18µm technology, the clock timing

must be delayed by 27% of the nominal value to cover the worst-case performance (slow-

slow process corner) due to the process variation. Besides, the effects of low voltage and

high temperature drop the transistor’s performance by 13%. Accumulating the above

effects results in a larger margin which is 62% of the nominal value [9]. In designing

a 64-bit processor based on 0.13µm technology, Das et al. show a 150ps margin (43%)

is added to the pulse width of 350ps to prevent the variation-induced timing violation

conservatively [15].
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Figure 2.5: Synchronous pipeline: (a) pipeline structure; (b) timing diagram. The input of the
B register (RegB) is stable before the first clock transition by the setup time; therefore, RegB can
store the data correctly. In contrast, if this input delays due to the parametric variations (the
second clock transition), the setup time may not satisfy, and RegB may collect the wrong data.

There are several solutions to this timing mismatch. Post-fabrication delay tuning

(PDT), where the delays in each chip are set individually before shipping, has been

proposed [13, 14]. However, this requires an extra step in the manufacturing process to

assess the timing of the chip one-by-one. This increases production costs. Furthermore,

because this delay is tailored for process variation only, a large delay margin is still

required to increase the fault coverage with regard to temperature and voltage variations.

Timing speculation (TS) is another solution to the variation problem. In this method,

the clock speed is elevated to a level such that timing violation occurs only occasionally.

Some special components, such as Razor flip-flops (RazorFFs) [15, 16] are employed to
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detect the error and recover the state of the system accordingly. Although this method

offers better-than-worst-case performance, runtime variation can increase the error rate,

so that the system spends most of the time in error recovery.

In another possibility, timing speculation and online delay tuning techniques are

combined [72]. This is done to vary the path timing using delay elements when RazorFFs

detect the error. Therefore, the timing of the critical paths can be adjusted to maintain

an acceptable error rate. However, this method is not suitable for power-restricted

applications because extra power is needed in retaining the delay configurations.

From the aforementioned methods, we can conclude that delay elements play a

crucial role in mitigating the effect of parametric variations. However, operating the

delay elements and maintaining their configurations requires extra power. This power

overhead should be spent on improving the performance, and not for delay.

2.1.3 Asynchronous circuits

The idea of asynchronous circuitry arises because of the timing issues in clock-based

circuits due to parametric variations. Removing the clock signal gains the following

advantages [18, 19]:

• Low power consumption – the circuits are activated only when data arrives.

Therefore, asynchronous circuits are known as data-driven circuits.

• Average-case performance – every sub-circuit can perform at its best speed and

there is no need to wait for unused paths.

• Parametric variations robustness – the handshaking protocols are insensitive to

timing mismatch.

• No clock distribution and clock skew problems.

A handshaking protocol is essential for data validation when the clock signal is

absent. Two types of protocol are well-known in the literature: bundled-data (BD) and

dual-rail (DR).
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Bundled-data protocol

As depicted in Fig. 2.6a, the BD system is similar to the synchronous one except that

synchronisation is accomplished using request (Req) and acknowledge (Ack) signals

instead of clock signal. A BD circuit can be implemented based on a 4-phase or 2-phase

data transfer scheme. The operating sequence of 4-phase BD can be described as in the

timing diagram in Fig. 2.6b. When RegB is ready (Ack = 0), RegA will send the data to

the combinational circuit and send a Req signal (Req.A) to RegB to request the collection

of the result. Once RegB receives the Req signal (Req.B), it stores the data and sends

an Ack signal to RegA to confirm that the data is collected. Then, RegA will reset the

Req signal and consequently RegB will acknowledge by resetting the Ack signal. At this

point, the pipeline is ready to process the new data. In the literature, this scheme is also

called return-to-zero (RTZ) signalling because both Req and Ack must be returned to 0

before transfering new data. Although 4-phase is a simple scheme, its throughput is low

because there is no processing task while resetting the Req and Ack signals.

To increase throughput, a 2-phase data transfer scheme has been proposed. Unlike 4-

phase, data transfer is now based on signal transition instead of logic level, as shown in

Fig. 2.6c. When Ack toggles, RegA will release the data into the combinational circuit and

switch the Req signal. Once RegB detects a Req transition, it toggles Ack signal to inform

RegA that it is ready for new data and the whole process is repeated. It can be seen that

the throughput of this scheme is higher than the previous one as the pipeline is never in

an idle state. This scheme is also called non-return-to-zero (NRZ) in the literature. An

implementation of 2-phase BD can be found elsewhere [17].

Delay elements are crucial for BD protocols because Req must be delayed by at least

the propagation time of the datapath in order to ensure that RegB receives valid data.

In particular, the delays for both rising and falling transitions should be the same in a

2-phase scheme because data is sent to the combination circuit in every transition.

The issue in delay assignment is similar to that in synchronous circuits. All possible

variations are counted and lead to slow performance. Recently, configurable delay

elements have been proposed to improve the performance and robustness of BD

circuits, because they allow online timing adjustment based on the effective parametric

variations. Akgun et al. reveal applying configurable delay elements in a 16-bit bundled-

data ripple-carry adder yields 16% performance improvement [73]. Details of existing
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Figure 2.6: Bundled-data pipeline: (a) pipeline structure; (b) 4-phase timing diagram; (c) 2-phase
timing diagram.

delay elements are given in Section 2.2 below.

Dual-rail protocol

Instead of sending a separate request signal, this protocol encodes the request signal

into every bit of the data, as shown in Fig. 2.7a. Each data bit is represented by a 2-bit

codeword as listed in Fig. 2.7b. For example, the input signal (In) is shown as In.t and

In. f . Therefore, we can set In to logic 0 by applying {In.t, In. f } = {0,1}. The 4-phase

timing diagram shown in Fig. 2.7c describes data transmission. The data will be sent

to the combinational circuit when RegB is ready (Ack=0). RegB will latch the data and

raise the Ack signal immediately when a valid codeword is detected. Then, RegA will
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fire the spacer codeword to flush the datapath. Once RegB receives the spacer, it will

toggle the Ack signal to indicate that it is ready for the next data. As mentioned in the

previous section, the 4-phase scheme is simple but provides low throughput because

every consecutive data item must be separated by a spacer.
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Figure 2.7: Dual-rail pipeline: (a) pipeline structure; (b) dual-rail codeword; (c) 4-phase timing
diagram.

This protocol can be implemented based on a 2-phase scheme as illustrated in Fig. 2.8.

The transition of f bit (In1. f and In0. f ) represents logic 0, while the transition of t bit

(In1.t and In0.t) indicates logic 1. Furthermore, one bit (t or f ) of each pair (In1 and In0)

must switch to represent the new data. Finally, the Ack signal toggles once the new data

from all pairs are detected. This scheme is significantly complicated and no practical

implementation of it has been proposed in the literature.
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Ack

In1.t

In1.f

In0.t

In0.f
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Figure 2.8: Timing diagram of a 2-phase dual-rail protocol from [19].

In summary, the DR protocol is identified as delay-insensitive because it can operate

in any timing conditions without the need for configurable delay lines. Therefore, it

can tolerate parametric variation. However, this protocol may consume about double
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the area and power because every bit of data is represented by a 2-bit codeword. van

Berkel et al. compare the specifications of BD and DR designs of digital compact cassette

error detector. They show the BD implementation is 25% faster while consuming 33%

smaller area and 50% less power [74]. Another comparison in designing a matrix-

vector multiplier for discrete cosine transforms is made by Tugsinavisut et al. [75]. The

simulation results show the BD design can save about five times the chip area and about

seven times the power dissipation. Nevertheless, its throughput is approximately three

times less than that of the DR design.

2.1.4 Challenges in parametric variations-tolerant design

The above design techniques have claimed improvements in performance and energy

efficiency over the margin-based synchronous designs. Unfortunately, a fair comparison,

where those techniques and their synchronous baseline are implemented for the same

application using the same fabrication technology, has not been made in the literature.

Table 2.1 lists the aforementioned techniques and their improvements over synchron-

ous counterparts. It can be seen that all techniques can enhance performance and power

efficiency. Notice that TS’s performance and power consumption is a trade-off due to

the dynamic voltage scaling scheme [15]. This means the highest performance (2.0x)

can be achieved when applying the highest supply voltage. On the other hand, the

power dissipation is minimised (0.4x) by operating at the slowest speed. Interestingly,

the DR circuit’s power dissipation is low; even its size is five times larger than that of

the synchronous implementation. This power reduction comes from several factors,

including the data-driven nature [18], the logic synthesis algorithm [76], and the absence

of clock tree and clock gating logic [77]. However, the power benefit of DR cannot be

concluded as some literature; for example, Tugsinavisut et al. report their DR design

consumes seven times higher power than its BD counterpart [75]. Considering the area

requirement, the areas of PDT, TS and BD circuits increase slightly while the DR circuit

size is five times larger than its synchronous counterpart. This is because, in the DR

protocol, every data bit is represented by a 2-bit codeword [19].

In summary, power and area are the main limitations of IoT device developments,

as mentioned earlier. Considering the recently proposed parametric variations-tolerant

design techniques, we can conclude that DR is not suitable for IoT applications as its
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size is enormous, whether its power figure is better or not. Although PDT, TS and BD

specifications are competitive, BD offers a better opportunity for developing low-power

IoT devices because it can mitigate the parametric variations while spending energy only

when the data is valid; thus, there is an extremely low power loss in idle mode.

Table 2.1: Feature comparison of parametric variations-tolerant design techniques

Work Technique Synchronous/
Asynchronous Performance Power Area

[13] PDT S 1.3x 0.6x 1.1x
[15] TS S 2.0x 0.4x 1.2x
[78] BD A 1.2x 0.6x 1.0x
[79] DR A 2.2x 0.3x 5.0x

2.2 Delay element

As technology scaling is limited by parametric variations, tunable delay elements play

a crucial role in variation-tolerant design techniques, such as PDT [13, 14]. Furthermore,

the circuit ageing that causes timing violations in the long term can be also addressed by

self-healing techniques using tunable delays [80]. These techniques are also applicable

to the mitigation of timing errors in bundled data asynchronous pipelines [17].

There are many approaches to the design of reconfigurable delay elements. Current-

starved delay elements (CSDEs) have been proposed [81, 82], as depicted in Fig. 2.9a

and 2.9b respectively. The delay is adjusted by controlling the charging and discharging

currents of the inverter through {b0− b3}. Because the delay generated is dependent

on the sizes of the control transistors, both DEs are susceptible to process variation.

Moreover, the current mirrors shown in Fig. 2.9b always draw current and consequently

cause high static power consumption, which is not suitable for IoT application [84].

A simple yet effective multiplexer-based inverter-chained delay element (MuxDE) has

been introduced [83], as shown in Fig. 2.9c. However, a significant amount of dynamic

power is spent because of the large number of switching components. Elsewhere, a

linear comparator-based design is proposed [85] which, however, is difficult to couple

with digital circuits and is prone to voltage variation due to the need for an analog

signal for the configuration of the delay. The above DEs also require additional

storage elements, which incur the power overhead, to keep the delay configurations.
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Figure 2.9: Recent DE designs: (a) CSDE from [81]; (b) CSDE from [82]; (c) MuxDE from [83].

Mohammad et al. reported a 2kB latch-based memory in 65nm technology consumes the

power of 67.7nW [86]. Furthermore, these configurations may be lost due to the power

interruptions; thus, additional power and time are needed for the delay re-initialisation

when the power is back.

Several proposals to use memristor for delay elements (MemDEs) have their own

limitations. For example, Fig. 2.10a shows a design which can provide the delay for one

transition only [87]. Meanwhile the design in another study, as shown in Fig. 2.10b, is

power-hungry due to the always-on current mirror [88], which is similar to a previous

proposal [82]. The circuit in Fig. 2.10c uses a modified threshold memristor [80].

Therefore, it cannot guarantee that the memristor will be implementable. Moreover,

there is a possibility that the memristor is tuned unintentionally because its threshold is

NCL-EEE-MICRO-TR-2021-220, Newcastle University 24



Bunnam T: Memristor-based design solutions for mitigating parametric variations in IoT app.

N0

GNDGND

in
out

Controller

VddVdd

N0

GND

in
out

Controller

Vdd

(a)

Vdd

P2

N3

P1

N2
N1

GNDGND

in
out

P0

N0

IS

IR

IDS

Vdd

P2

N3

P1

N2
N1

GND

in
out

P0

N0

IS

IR

IDS

(b)

P0

N0

reset
P1

tune
P2

reset
P3

N2 N4N1
tune reset tune

GNDGND

in

VddVdd

out
P0

N0

reset
P1

tune
P2

reset
P3

N2 N4N1
tune reset tune

GND

in

Vdd

out

(c)

Figure 2.10: Recent MemDE designs: (a) the memristor is inserted at the bottom of the pull-down
transistor [87]. This design contributes to asymmetric delay, which is not compliant with the 2-
phase BD circuit requirement. The memristor voltage may exceed the threshold during the logic
transition (PMOS and NMOS are on simultaneously); (b) the memristor controls the currents of
P2 and P3 transistors, which results in delay tuning, through the current mirror [88]. This design
is power-hungry because the current mirror is always on; (c) the memristor is attached between
two inverters [80]. This design offers a highly symmetric delay power saving, but it is risky to
unintended tuning, and the applied memristor parameters are impractical.

lower than the supply voltage.

Overall, building MemDEs enables support for parametric-variation tolerance by

adapting the delay to match runtime conditions. The MemDE also supports power-

restricted applications because the value of a delay is preserved in the memristor even

when the power is off, and thus there is no need for an additional storage element. This

helps to reduce overheads regarding power, time and memory space that otherwise

would be inevitable for retaining and retrieving every delay value in the system.

However, existing MemDEs have some drawbacks, such as unbalanced rise and fall

times, high power consumption and unintended tuning. These issues are tackled in
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Chapter 3.

2.3 Memristor

2.3.1 Titanium-dioxide memristor

One of the first practical memristor was invented at the HP lab in 2008 [23]. It consisted

of two thin-layer titanium dioxide (TiO2) films, one with oxygen vacancies (TiO2−x),

between two terminals, as shown in Fig. 2.11a. The applied power forces the oxygen

vacancies towards the adjacent layer, thus reducing the memristance; these vacancies

move back when the opposite power is applied. Its memristance model consists of

doped and undoped regions, as illustrated in Fig. 2.11c. The doped region contains

oxygen vacancies which cause low resistance, while the other region comprises pure

titanium dioxide that provides high resistance. The width w of the undoped region can

be changed by applying the current to move the vacancies to the other region, which

causes a shift in the total memristance (Rm). Finally, when the vacancies reach the other

end (w = D), the total memristance becomes Ron. In the opposite way, when all the

vacancies are pushed back (w = 0), the total memristance becomes Ro f f . Therefore, the

mathematical model is composed of these two resistors connected in series and the state

variable s which denotes the ratio of the doped region width w(t) to the total width D:

Rm = Rons + Ro f f (1− s) (2.1)

s =
w(t)

D
(2.2)

where the state variable is within the range [0,1]. The above equations imply that the

memristance only depends on the width of the doped region. Recently, several models

have been proposed to describe the rate of change of w(t). The first one is the linear

ion drift model [23, 89, 90] expressed in equation (2.3). However, this model does not fit

most of the reported devices because their non-linear relationships are observed instead.

Currently, many non-linear models are proposed, including nonlinear ion drift [91],

Simmons tunnel barrier [92] and VoltageThrEshold Adaptive Memristor (VTEAM) [34].
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The latter is one of the well-known models. Its background will be given in Section 2.3.3.
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Figure 2.11: Approximate diagrams of memristive devices: (a) titanium dioxide memristor; (b)
silver-chalcogenide memristor; (c) memristance model.

Titanium dioxide memristor is classified as valence change memory (VCM) due to

the effect of oxygen vacancies on the valence state of the transition metal cations, which

results in the change in resistivity [37]. VCM refers to the memristors that are built from

metal-oxide based materials such as TiO2, HfO2, ZnO and Ta2O5.

The parametric variations also affect VCM devices. The main sources of process

variations are LER and thickness fluctuation [32]. Although the former may deviate

the cross-sectional area for at least 10% [93], the experimental results from Li et al. [33]

show that Ro f f is insensitive to this variation due to the distribution of oxygen vacancies

throughout the undoped region [94, 95]. Based on the report by Li et al., the increased

area due to the process variability likely reduce the set voltage (ON threshold) non-

linearly [33]. Furthermore, they show the effect of this variation on Ron is approximately

less than 10kΩ, which is relatively small compared to Ro f f value (≈4.5MΩ). The

fluctuation in the device’s thickness is caused by the imperfection of the deposition

process [32]. It affects the device’s width (D), resulting in the Ron and Ro f f variations.

Abunahla et al. show Ron increases 10 times, and Ro f f is 2MΩ increasing when the

thickness is grown from 30nm to 40nm [96]. The change in thickness also impacts

the required length of the conductive filament, causing variability in the memristor’s

switching speed [31].

The change in environmental conditions such as voltage, temperature, humidity and
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radiation, also affects the memristor’s characteristics. Based on VTEAM model [34],

the switching speed depends on the applied voltage, which may vary due to the

unpredictable power source. The conductivity of the memristor’s materials (metal-

oxide) such as titanium dioxide and hafnium dioxide is temperature-sensitive and can be

estimated by Arrhenius relation [31,35,36]. This temperature dependency is the same in

chalcogenide materials in Section 2.3.2. Furthermore, the programming speed decreases

non-linearly when the temperature rises [97, 98]. The memristor’s temperature response

will be further explained and investigated in Section 2.3.4 and Chapter 4. Regarding the

humidity effect, Messerschmitt et al. reveal the resistive switching of Pt/SrTiO3-x/Pt is

clearly observed when the relative humidity is between 35% and 45%. Furthermore, they

show the memristor’s conductivity at 100% relative humidity is 4 orders of magnitude

higher than that of 0% relative humidity. The radiation sensitivity of titanium dioxide

memristor (Ag/TiO2/Cu) is studied by Abunahla et al. [99]. The study shows exposing

the memristor to Cs-137 662keV γ-rays can drop the switching time by 80%. The

radiation effect on Ron and Ro f f of titanium dioxide memristor is not detectable while

only Ro f f of chalcogenide phase change devices increases with respect to gamma and

electron radiation exposure [100].

2.3.2 Silver-chalcogenide memristor

Currently, the silver-chalcogenide memristor [41] is the only commercially available

device. It mainly comprises silver (Ag) and chalcogenide (Ge2Se3) layers as shown

in Fig. 2.11b. Applying positive voltage forces the silver ions (Ag+) toward the

chalcogenide active layer and results in lower memristance. Conversely, the ions can

be removed by applying a negative voltage which results in higher memristance. To

simulate this memristor’s I-V characteristics, the fitting parameter set is available only

for the VTEAM model (see Section 2.3.3 below), as listed in Table 2.3 [101]. It is notable

that the models in other work [34, 102, 103] are also referred to as silver-chalcogenide

memristors but their structure is different as it uses an Ag2Se layer instead of the SnSe

layer, as shown in Fig. 2.11b [104]. Furthermore, this kind of memristor is no longer

available in the market.

This memristor is classified as electrochemical metallisation (ECM) memristor be-

cause the memristance depends on voltage affecting the movement of silver ions in

NCL-EEE-MICRO-TR-2021-220, Newcastle University 28



Bunnam T: Memristor-based design solutions for mitigating parametric variations in IoT app.

the active area [37]. Notice that ECM may not be the only mechanism that affects the

memristance. Another mechanism called phase change may involve when the applied

voltage causes a sufficient temperature exceeding the glass transition temperature of the

chalcogenide material. As a result, the material’s structure is changed from amorphous

(high Ro f f ) to crystalline (low Ro f f ). Note that the memristors made from Ge-rich glass,

used in this thesis, are more temperature tolerance than those made from Se-rich glass.

To be specific, the glass transition temperature of Ge2Se3 (Ge-rich glass) is ≈ 350°C [41],

while the glass transition temperature of Ge20Se80 (Se-rich glass) is ≈ 160°C [105].

Campbell [41] reported the low impact of thickness variation, yet the in-depth study

of the process variation effect is still unexplored. The voltage fluctuation affects the

switching speed of this memristor in the same way as titanium dioxide memristor. As

mentioned earlier, this memristor is robust to the phase change mechanism because

it is built from Ge2Se3 material, which has a high glass transition temperature. The

temperature responses of the chalcogenide material used to build this memristor can

also be described by the Arrhenius relation [38, 39], as explained in Section 2.3.4 and

Chapter 4.

2.3.3 VTEAM model

The Voltage ThrEshold Adaptive Memristor (VTEAM) model was proposed by Kvat-

insky et al. [34]. It is a threshold-based voltage-driven model that precisely estimates

all reported physical device behaviours, such as linear ion drift [23, 90], nonlinear ion

drift [91] and the Simmons tunnel barrier [92]. Furthermore, VTEAM exhibits superior

computation efficiency of 47.5% over the Simmons tunnel barrier model, one of the

computation-intensive models [106]. Its Verilog-A implementation makes it convenient

for integration with design tools.

This model utilises the memristance model in equations (2.1) and (2.2) while employ-

ing equation (2.4) to define the change rate of w(t), where ao f f , aon,ko f f and kon are fitting

parameters, vo f f and von are threshold voltages and fo f f (w) and fon(w) are window

functions to limit w within [0, D] range. Although equation (2.1) is primarily introduced

to describe the VCM mechanism, it can be used to estimate the ECM mechanism of silver

chalcogenide memristors used in Chapter 4 because it is an behavioural model that

can treat the conductive filaments as a doped region. This is confirmed by Garda and
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Galias who analyse the VTEAM model parameters of silver chalcogenide memristors in

Table 2.3 [101]. Equation (2.4) indicates that voltage and duration v(t) are the factors that

affect change in the width w(t) of the doped region, which consequently changes the

state variable and memristance. The memristance only shifts when the voltages across

the memristor terminals v(t) are greater than the von and vo f f thresholds. As shown in

Fig. 2.12, the model defines von as negative polarity while vo f f is positive polarity. The

memristance turns to Ron when the voltage Vpn less than the von is applied. Contrariwise,

it turns to Ro f f when Vpn is higher than vo f f . These threshold voltages are important

parameters in terms of memristor properties and fabrication technology matching. To

clarify this, the thresholds define the minimum operating voltage that must not be less

than Max(|von|, |vo f f |).

dw(t)
dt

=


ko f f (

v(t)
vo f f
− 1)αo f f fo f f (w) ,0 < vo f f < v

0 ,von < v < vo f f

kon(
v(t)
von
− 1)αon fon(w) ,v < von < 0

(2.4)

voff

von

p n

+-

+ -voff
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p n

+-

+ -

Figure 2.12: Memristor symbol with voltage threshold notations.

This model has been used in 60 publications covering 18 fabricated devices. Its

parameter sets are listed in Table 2.2 and 2.3. The data in every column are collected

based on the conditions that, firstly, there is no missing parameter; and secondly, they

refer to physical devices. These parameters are used in determining the appropriate

supply voltages and memristor types that match the target technology while meeting

the requirements for switching speed and memristance range. Examples of total tuning

times with different bias voltages are provided in both tables. These are useful in

memristor selection as discussed in Chapter 3.

Due to its accuracy, efficiency and flexibility, this model is used in designing the

delay element as described in Chapter 3. It is combined with the temperature model

presented in Chapter 4 to demonstrate the temperature effect in memristance decoding

in Chapter 5. To make sure that the technical issues can be observed and a prototype

NCL-EEE-MICRO-TR-2021-220, Newcastle University 30



Bunnam T: Memristor-based design solutions for mitigating parametric variations in IoT app.

circuit can be fabricated, the parameter sets in Table 2.2 and 2.3 are used without any

modifications.

Table 2.2: VTEAM parameter sets

Parameter

Device HfO2 by HfO2 by TiO2 by TiO2 by
Yalon et al. Ho et al. Strukov et al. Yang et al.

[107] [108] [23] [24]
ao f f 1 2 1 4
aon 3 1 1 4
vo f f (V) 500m 700m 150m 300m
von (V) −530m −450m −3.5 −1.5
Ro f f (Ω) 2.5k 173.8k 10k 300k
Ron (Ω) 100 7k 1k 1k
ko f f (m/s) 40.30n 28.92n 546p 91m
kon (m/s) −80 −198.72m −73.40n −216.2
wo f f (nm) 10 10 10 3
IV Relation Linear Linear Linear Linear
ON time (1.2V) 177ms (1.2V) 678ms (5V) 566ms (1.8V) 53ps
OFF time (1.2V) 62ps (1.2V) 30ns (5V) 318ms (1.8V) 9ns
Obtained from [34] [31] [34] [109, 110]

Table 2.3: VTEAM parameter sets (cont.)

Parameter

Device Ferroelectric by Ag/SnSe/Ge2Se3 Ag/Ag2Se/Ge2Se3 Ag/gap by
Chanthbouala et al. by Campbell et al. by Oblea et al. Pi et al.

[111] [41] [104] [112]
ao f f 5 1 3 5
aon 5 1 3 0.5
vo f f (V) 1.4 90m 160m 400m
von (V) −5.7 −150m −150m −3
Ro f f (Ω) 50M 150k 1.07k 30T
Ron (Ω) 150k 1.4k 387 5.4
ko f f (m/s) 100u 11.27 2.49u 10u
kon (m/s) −30 −5.74m −220u −10
wo f f (nm) 10 10−3 10 35
IV relation Linear Linear Linear Linear
ON time (7V) 98ns (1.2V) 7fs (1.2V) 15us (3.3V) 175ns
OFF time (7V) 540ns (1.2V) 25ps (1.2V) 133ns (3.3V) 11ns
Obtain from [34] [101] [34, 113] [114]

2.3.4 Temperature model

Temperature fluctuations influence the characteristics of all electronic devices, including

the memristor. Therefore, a temperature model is necessary for the tracking of change

in the memristance and correcting decoded data. At present, most of the reported
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memristor models do not include the impact of temperature [23, 34, 91, 92, 103, 106, 115–

121]. A few temperature-embedded mathematical models have been presented [96,122];

however, the authors did not provide a simulator-based model, such as in Verilog-

A. Furthermore, implementing multiple differential equations, which requires several

integrations, can degrade simulation efficiency and cause convergence problems [2, 98].

Although the memristance programming speed is modelled as a function of temperature

in some work [97, 98], the impact of temperature on memristance is still missing.

One model [90] has been proposed for the building of a memristor crossbar that can

sense the circuit temperature and retain the data at the same time. Nevertheless, its

linear I-V relationship does not fit practical devices, which are highly nonlinear. Some

studies [31,96] report that Ro f f is highly temperature-sensitive while the impact on Ron is

extremely low; however, that research did not cover the silver-chalcogenide memristor.

One study [41] showed that silver-chalcogenide memristors can be switched at high

temperature, but the impact of temperature on memristance was not reported.

Recently, the Arrhenius relation has often been used to describe the conductivity

of insulating and semiconducting materials [37, 40]. The relationship is expressed in

Equation (2.5), where σ is conductivity, Ea is activation energy, kB is the Boltzmann

constant and T is temperature in Kelvin. This equation is applied to the wide range

of memristor-related materials such as titanium dioxide [35, 36], chalcogenide [38, 39]

and hafnium dioxide [31].

σ = σ0e−
Ea

kBT (2.5)

In Chapter 4, this equation is integrated into the VTEAM model so as to be able

to estimate the effect of temperature on memristance. The VTEAM model is selected

because it has a low simulation overhead and supports a wide range of memristive

devices. Temperature sensitivity can be validated by experimental data for the silver-

chalcogenide memristor [41] and the data obtained from research based on titanium

dioxide memristors [33, 96, 122]. This model enables further advances in research into

temperature-tolerant design and temperature sensing. It is applied to the simulation

of our memristance decoder in Chapter 5 to demonstrate the decoding error due to

temperature and compensation for such error.
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2.3.5 Memristance tuning

To precisely program memristance, two approaches have been proposed. One is to use

comparators for real-time memristance monitoring [51, 54, 123–125]. In this approach, a

comparator is used to continuously monitor the voltage at the middle node of a voltage

divider, which is composed of a memristor and a resistor. When the voltage as read

reaches the target value, either a memory controller or a related interfacing circuit stops

the tuning process. This strategy yields accurate memristance tuning with a reported

error of less than 1% [125]. However, the comparators always consume power and

they would be more power-hungry for high-resolution data storage. Moreover, most

comparators require multiple voltage references, which increases the chip area.

Another solution is to use a multiple tuning pulse width [52]. When the excitation

voltage is fixed, the memristance shift depends on excitation time only, which is the

pulse width in this case. In order to program memristance, therefore, an accurate control

of pulse width is required. This approach is expected to reduce the amount of real-time

memristance detection circuitry and consequently decrease the area used and power

consumption. However, to the best of our knowledge, no excitation time model is

available yet. Chapter 3 bridges this gap and delivers a methodology for realising an

excitation time model for memristance tuning circuits that are based on voltage division.

This concept would be applicable to a wide range of memristor circuits, including our

delay element described in the same chapter.

2.3.6 Memristor’s metastability

While various ongoing researches on memristors focus on their non-volatility, these

memristors also exhibit a volatile or metastable characteristic. The metastability can

be observed as a memristance decay shortly after applying a programming pulse, as

shown in Fig. 2.13. It is caused by the relaxation of the conductive filaments formed

by insufficient amplitude, width and interval of the programming pulse [126]. Cortese

et al. reveal the filaments can also be disrupted by heat [127]. The metastability

is common on both VCM and ECM devices [128], and the memristance takes time

from nanoseconds [129] to seconds [116] to return to the equilibrium state. Although

the metastability may affect the programming accuracy of memristor-based memory
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applications, it is useful in neuromorphic computing because it mimics a biological

synapse [126,130,131]. It is also utilised to prevent the sneak paths in memristive crossbar

architectures [127].

Figure 2.13: Metastability in the titanium dioxide memristor from [116].

2.4 Latch comparator

The decoder is an essential building block for the conversion of memristance to a digital

value. The memristance decoding process involves iterative comparison against several

reference values until the correct data is found. Therefore, a comparator is compulsory

for this task because it can indicate whether the memristor’s current/voltage, which

reflects memristance, is greater or less than the reference value. To design a power-

efficient memristance decoder, the low-power comparator is needed because it domin-

ates the power consumption of the decoder. Recently, a latch comparator which is known

as “regenerative latch” or “StrongArm”, has gained attention among circuit designers

due to its high sensitivity, extremely low static power and rail-to-rail outputs [132].

This section reviews the latch comparator’s design, operation, offset compensation

techniques and metastability issue.

The comparator circuit is shown in Fig. 2.14. It consists of the input stage N2-N3,

latch stage P0-P1 and N0-N1, and finally the precharge stage P2-P5 and N4. The input

stage receives differential inputs Vin+ and Vin−, while the outputs are at Vout+ and Vout−.

The clock signal clk controls the comparator operation which occurs in two phases of

precharge and evaluation. The comparison process starts from the precharge phase when

clk = 0, and P2-P5 will connect the latch’s inputs and outputs to Vdd. Furthermore, N4

will disconnect the circuit from ground to save power. The circuit enters the evaluation

phase once clk = 1. The precharge transistors are OFF while N4 is ON. This allows the

charges in the latch to flow to ground through N2 and N3. The current flows in the N2

and N3 arms depend on the difference between the input voltages Vin+ and Vin−. Finally,
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the arm that has a higher input voltage will pull its output to 0 while the output at the

other arm remains at 1.

The parametric variations can cause deviations in the currents in both arms, resulting

in offset. Several techniques reported in the literature can fix this offset. One is to

balance the charges between the arms by connecting the capacitor arrays as in the dashed

boxes in Fig. 2.14 [132]. Controlling {S0+...Sx+} and {S0−...Sx−} signals can adjust the

total capacitances and balance the charges between the arms and therefore the offset is

cancelled. Other solutions such as body biasing to adjust the current driving strengths

of N2 and N3 [133] have been suggested, but the use of analog biasing signals is prone

to runtime variations.
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Figure 2.14: Regenerative latch [132].

2.4.1 Latch comparator’s metastability

Another issue in the latch comparator is the metastability which occurs when the

comparator starts to evaluate the inputs (clk = 1). As shown in Fig. 2.15, both output

voltages are pulled to the intermediate level because both N2 and N3 are racing in

drawing current. The duration of the metastable state depends on the current difference:

it is longer if both currents are very close to each other and it is shorter otherwise. Then,

the output voltage of the winner will drop to ground while the other returns to Vdd.

The ambiguous state at the outputs is able to trigger the next building block and cause

unexpected operation. The metastability can be filtered by applying a metastability

resolver as proposed by Seitz [134].

As described in Chapter 5 the latch comparator can be modified to compare the
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Figure 2.15: Metastability in a latch comparator.

memristor current during the decoding process. This is because a current mode circuit

has intrinsic advantages over a voltage one, such as low power, wide bandwidth

and lower susceptibility to power supply fluctuations [135, 136]. It features power

adaptability by trading accuracy for power savings in order to survive under any energy

conditions [30].

2.5 Summary

The increase in parametric variations during technology scaling obstructs the advance

of IoT devices and beyond. Process variation causes deviations in the static timing of

digital systems, while environmental variation and ageing affect timing dynamically. To

tackle these problems, the BD asynchronous circuit is a promising solution because its

performance and area are in the same range as its competitors while offering a better

opportunity to save more power. Due to the use of configurable DE, BD circuits spend

their power unnecessarily for retaining the delay configuration. This is not suitable for

IoT applications, because this configuration will be vanished due to power interruptions,

and extra time and power are needed to re-initialise delays when the power returns.

Using a memristor-based delay element (MemDE) could solve the above problems,

because delay information in the form of memristance can be adjusted and retained

in the memristor permanently. However, existing MemDEs still have drawbacks, such

as unbalanced rising and falling delays, high power consumption, and unintended

tuning. These issues represent challenge (i) in the present research and are addressed

in Chapter 3.

The memristor is also used as multi-bit memory device for IoT applications due

to the fact that high density data can be retained without any power requirements.

However, variations, especially in temperature, also affect the memristor. Temperature
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significantly changes the memristor’s value, called memristance, and consequently

causes data errors. Therefore, an accurate temperature model is essential in order

to track changes in memristance and to compensate the data accordingly. Chapter 4

uses the Arrhenius relationship to empirically model the temperature effect. The

relevant parameters are extracted and the model is validated using data for the titanium

dioxide memristor available in the literature and our experimental data for the silver-

chalcogenide memristor, which so far is the only commercial device. Our model is

integrated into the well-known VTEAM model to take advantage of the latter’s accuracy,

efficiency and flexibility. This chapter is the first step in improving the temperature

awareness of memristive circuits, which is challenge (ii) in this study.

A memristance decoder is necessary to read data inside the memristor. Because the

power sources of IoT devices are limited and unstable, the resolution of the memristance

decoder must be able to scale to suit the energy available. To do this, the latch comparator

is modified in Chapter 5 in order to build a resolution-scalable memristance decoder.

Our decoder is based on a current-mode circuit to obtain its intrinsic advantages over

a voltage-mode circuit, such as low power, wide bandwidth and lower susceptibility

to power supply fluctuations. Coupled with our temperature model, the temperature

awareness of our decoder is improved as it can compensate data according to changes in

temperature, which is our challenge (ii).
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Chapter 3

Memristor-based delay elements

Memristors are used to design two memristor-based delay elements (MemDEs) in order

to improve the tolerance of parametric variations and the power efficiency of IoT devices.

Section 3.1 gives an overview of system integrations where the MemDEs are applied

in synchronous and asynchronous bundled-data (BD) systems. In Section 3.2, our first

MemDE design is presented. This includes the top-level design where the I/O signals

and state transitions are described. Then, the circuit schematic is proposed. Finally,

the memristor choosing method and the unintended tuning (UT) issue are explained.

Section 3.3 proposes the next version of MemDE which can prevent the UT problem.

This section describes the top-level and UT-avoidance circuit design in detail.

The above designs are simplified as a General-purpose MEmristance Tuning (GMET)

circuit in Section 3.4. This is done to analyse the excitation time model which is used

to estimate the tuning pulse width of the transistor-memristor circuits. In Section 3.5,

the simulation results of both MemDEs are shown. The circuit characterisations, such as

maximum effective memristance/delay, average delay per step, minimum tuning pulse

width and power consumption, are revealed. Furthermore, the pulse width estimation

using the excitation time model is compared to the GMET circuit simulation. Section 3.6

then discusses the performance of the MemDEs and the excitation time model comparing

to the literature. Finally, this chapter is summarised in Section 3.7.
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3.1 System overview

The target of our MemDEs is to support both synchronous and asynchronous BD systems

as shown in Fig. 3.1 and 3.2 respectively. To work with a synchronous system, Fig. 2.5a

is modified by adding a controller and MemDE and the traditional registers are replaced

by error detection registers (EDRs), which are registers that can detect timing violations.

The EDR generates an error signal err when a timing violation is identified. Once the

controller receives the err signal, it sends c f g and tune signals to increase the delay of

the MemDE. The controller might integrate a counter so as to be able to decrease the

delay in case the timing violation is not detected for a long period. Note that the EDR

can be implemented based on circuits in the literature such as RazorFFs [15, 16], sensor

flip-flops [137] and emergency detectors [80].
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Figure 3.1: Overview of the synchronous system with the proposed MemDEs. The traditional
registers are replaced by error detection registers (EDRs) that can send error signals (err) to the
controller once timing violations are detected. Then, the controller will shift the delay of the
MemDE accordingly using cfg and tune signals.

The method used to design an asynchronous BD system is similar to that of the

synchronous one as illustrated in Fig. 3.2 (modified from Fig. 2.6a). All components are

the same except the EDRs which need extra I/Os to support the handshaking protocol

as explained in Section 2.1.3. The controller and EDRs can be implemented based on the

Blade controller and error detecting latch described elsewhere [17]. Notably, the EDR

and controller designs are not included in this thesis.

3.2 Memristor-based delay element design

In this section, the design of our first MemDE is explained. We start from the top-level

design to describe its modes of operation and component interfaces. The circuit design
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Figure 3.2: Overview of the asynchronous BD system with the proposed MemDEs. Error
detection registers (EDRs) are used to replace the traditional registers to detect timing violations.
Once the violation occurs, the corresponding EDR will send an error signal (err) to the controller.
Next, the controller will send cfg and tune signals to the MemDE to shift its delay accordingly.

is then provided in detail. Next, the memristor properties are considered in the selection

of an appropriate alternative. Finally, the UT problem is identified and a solution is

proposed.

This MemDE requires two voltage supplies: Vtune for memristance tuning and Vdd to

power the standard logic cells. In this section we use the symbols “++”, “+”, and “−”

to represent different voltage levels, as summarised in Table 3.1. Notice that the tuning

voltage must be greater than both the von and vo f f thresholds, while the logic voltage

should be lower to avoid memristance shift in normal mode. Besides, the selected tuning

voltage is far lower than that of the NAND flash, which needs >20V [138].

Table 3.1: Voltage notations for MemDE
Symbol Value (V) Description
++ 7 Memristance tuning voltage (Vtune)
+ 5 Logic 1 (Vdd)
− 0 Logic 0 (Ground)

3.2.1 Top-level design

The MemDE can operate in one of three modes as summarised in Table 3.2. The transition

between the operating modes is controlled by the c f g and tune signals, as shown in the

state diagram in Fig. 3.3.

The c f g signal selects either tuning mode (when the delay is being configured) or

normal mode (when the input signal is passed through to the output with an additional

delay). The tune signal is used to control the tuning directions: either tune up to gain
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Table 3.2: Operation modes of the MemDE

Mode Input Output
in c f g tune out

Tune up (higher R) +/− ++ ++ −
Tune down (lower R) +/− ++ − +
Normal (pass through with delay) +/− − ++ /− +/−

Normal

out = inout = in

Normal

out = in

Normal

out = in

Tune down

out = +

Tune down

out = +

Tune up

out = −out = −

Tune up

out = −

Tune up

out = −

cfg = ++
tune = −
cfg = ++
tune = −

cfg = ++
tune = ++

cfg = ++
tune = ++

cfg = −
tune = ++/−

cfg = −
tune = ++/−

Normal

out = in

Tune down

out = +

Tune up

out = −

cfg = ++
tune = −

cfg = ++
tune = ++

cfg = −
tune = ++/−

cfg = −
tune = ++/−

Figure 3.3: State diagram for switching the operating mode of the MemDE.

more delay or tune down for the opposite. The state of the tune signal is ignored in the

normal mode and can be either “++” or “−”.

At the top level, the proposed MemDE consists of two control inputs c f g and tune,

a normal input in, a delayed output out, and two voltage supply pins Vdd and Vtune, as

illustrated in Fig. 3.4.
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Figure 3.4: Symbol for the proposed MemDE.

3.2.2 Circuit schematic

The state diagram in Fig. 3.3 and circuit schematic in Fig. 3.5 document the circuit’s

operation. In the normal mode, c f g is “−” and turns on both P2 and N2, which form

a pass gate, to pass the normal signal from the input buffer to the memristor and then

to the output buffer. The state of c f g also turns off both P3 and N3 to cut the tuning

network from Vtune and ground whether the tune is “++” or “−”. In the tune up mode,
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c f g switches to “++” and turns off the pass gate while both P3 and N3 are turned on. At

the same time, the tune is “++” which turns on both P5 and N4. This connects the p and n

terminals of the memristor to Vtune and ground respectively and causes the state variable

to go higher. On the other hand, in tune down mode, c f g is “++” which turns on both

P3 and N3 while tune changes to “−” and turns on P4 and N5. This also connects the

memristor to Vtune and ground but in the opposite direction and causes the state variable

to become lower. Note that the output of this circuit depends on the input voltage of the

last stage buffer thus, the output is “−” in tune-up operation (tune = “++”) and is “+” in

tune-down operation (tune = “−”).

The PMOS transistor P7, whose gate and source are connected to n and p terminals

respectively, is used to deal with the UT problem as explained in Section 3.2.3. In

addition, the pass gate is necessary to block the leakage current that flows from Vtune to

Vdd via the body of P1 which occurs in both tuning operations. Note that the memristor

can be placed in both directions depending on the thresholds. The side that has the

threshold above the normal signal amplitude must face towards the pass gate to avoid a

change in memristance. However, the memristor can be placed in any direction if both

of its thresholds are greater than the normal signal amplitude.

All transistors except P7, which is described in Section 3.2.3, are sized to balance the

rise and fall times. For high voltage AMS CMOS 0.35µm technology, the proper Wp/Wn

ratio is 1. Therefore, the width of 40µm is selected for P1-P5 and N1-N5, while both P6

and N6 are sized at 20µm, which is the minimum channel width of the technology.
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Figure 3.5: Circuit schematic for the proposed MemDE.
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3.2.3 Memristor choosing and unintended tuning problem

The memristor selection criteria include the thresholds, fabrication technology and

total tuning time. To prevent a shift in the state variable at normal amplitude, both

memristor thresholds should be greater than Vdd. Meanwhile, they must also be within

the operating voltage range of the target fabrication technology so as to ensure that the

tuning voltage Vtune is appropriate and the design can be fabricated in practice. Both

conditions are stated as in equations 3.1 and 3.2:

Min(|von|, |vo f f |) > Vdd (3.1)

Vtechnology > Max(|von|, |vo f f |) (3.2)

Unfortunately, based on the available memristors in Table 2.2 and 2.3, it is hard to

find the suitable memristor. For instance, the OFF thresholds of the memristors from

Strukov et al. [23] and Yang et al. [24], as shown in Tables 2.2, are too low. Thus, the signal

amplitude below them is not supported by today’s technology. Although this technology

can provide such voltage, it is not capable of supporting the voltage above the high ON

threshold at the same time. Furthermore, VTEAM is not a physics-based model; thus, we

cannot modify its parameters to build a new practical device that fit our requirements.

This limitation forces us to choose a memristor with only one threshold satisfied and to

face the “unintended tuning problem”.

The UT problem happens when at least one memristor threshold is below the signal

amplitude, as illustrated in Fig. 3.6. Assume that there is a memristor with only von

that has a higher threshold than Vdd. Connecting this side to mem_in and the other side

to mem_out in Fig. 3.5 seems reasonable because the normal signal cannot exceed this

high threshold. However, in normal mode, the signal at the p terminal, which is the

low threshold side, is delayed and causes a voltage difference vp(t)− vn(t) between the

memristor terminals. If this voltage is larger than the OFF threshold, the state variable

will shift unexpectedly. To sum up, the UT problem takes place when the conditions

in equations (3.3) and (3.4) are met simultaneously. Note that if the delay is not long

enough, as in the delay element presented elsewhere [80], then the UT problem may not
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manifest itself.

Vdd > Min(|von|, |vo f f |) (3.3)

|vn(t)− vp(t)| > |von| or |vo f f | (3.4)

n p

Vn(t)

Vp(t)

No unintended tuning
|vn(t)−vp(t)|<|von|

Unintended tuning exists
|vp(t)−vn(t)|>|voff|

n p

Vn(t)

Vp(t)

No unintended tuning
|vn(t)−vp(t)|<|von|

Unintended tuning exists
|vp(t)−vn(t)|>|voff|

Figure 3.6: Unintended tuning problem.

To deal with this problem, the flushing transistor P7 in Fig. 3.5 is used to flush the

charges at the p terminal when they are significantly greater than that at vn(t). The

transistor size is selected as 100µm to maintain the growth in the state variable at a small

rate. Fig. 3.7 shows the growth of the state variable with and without this transistor,

where, with flushing, growth is significantly lower. However, this solution reduces the

rising delay time and causes a difference between the rising and falling propagation

delays, as discussed in Section 3.5.1. Furthermore, the flushing transistor also causes a

high power dissipation in the tune up period because mem_in and mem_out will connect

to ground and Vtune respectively. As a result, this transistor will conduct another current

path and most of the current will be drawn through this path, as shown in Fig. 3.8. The

additional path affects the voltage drop at mem_out as well and, hence, slows down the

tune-up speed as expressed in equation (2.4).
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Figure 3.7: Growth rate of the state variable with and without flushing transistor.
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Figure 3.8: MemDE in tune up operation.

To save power, another transistor should be connected in series with the flushing

one. By using c f g as a control signal, the additional transistor will be ON in normal

mode and allow the usual flushing mechanism. Alternatively, it will be OFF in both

tuning modes and block the current flow. This solution can reduce the tune up power

consumption to the same rate as the tune down one and also decreases the tune up time

because the voltage at mem_out is closer to Vtune than before. However, this costs an area

overhead because the sizes of the flushing transistor must be doubled (200µm), plus the

extra transistor’s size must be equal to that of the flushing one to maintain the same path

resistance. Additionally, this shorter tune up time causes a great difference in tuning

interval between the tuning modes and consequently requires different tuning pulse

widths, which increases the complexity of the delay control circuit (which is beyond

the scope of this thesis). Therefore, to simplify the circuit operation by using a single

tuning pulse width, the aforementioned transistor is ignored.

Another factor in selecting the memristor is tuning speed, which impacts the number

of tuning steps. From the list of total tuning times in Tables 2.2 and 2.3, the switching

of the silver-chalcogenide memristor from Campbell et al. [41] is the fastest (7fs for OFF

to ON switching and 25ps for ON to OFF switching, based on the tuning voltage of

1.2V) and can completely turn between Ro f f and Ron within a single tuning step. This

is useful for systems that require only two delays. If a multiple step delay is required,

then the lower operating voltage or the memristors with slower tuning speed should be

considered instead.
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3.3 The new design with unintended tuning avoidance

This section presents the new design of the MemDE which features unintended tuning

avoidance (MemDE-UTA). The main improvements compared to the previous design

are:

(i) The circuit structure supports UT avoidance, and the state shift in normal mode is

eliminated.

(ii) The circuit can be implemented using the smaller technology node of 180nm instead

of high-voltage 0.35µm in the previous design.

(iii) The rising and falling delays are nearly symmetrical.

The information provided in this section is in line with that in the previous one; it

starts from a description of the operating modes and their control logic. Then, the circuit

details plus the idea of UT avoidance is presented. Note that the signals are represented

in term of logic “0” and “1” instead of “++”, “+” and “−” in the previous section

because this design can use a single supply voltage. This is based on the assumption

that the signal transition in the smaller technologies is fast enough so that the condition

in equation (3.4) is not met.

3.3.1 Top-level design

The circuit still has three operating modes as listed in Table 3.3. The operating mode

is controlled by the c f g and tune signals as shown in Fig. 3.9. c f g is used to switch

between tuning and normal modes where the input signal is transferred to the output

with an additional delay. When the tuning mode is active (c f g = 1), the tune signal

selects either tuning up (tune = 1) or tuning down (tune = 0), which result in longer and

shorter delays respectively. Due to the use of a single supply voltage, the terminal for

high supply voltage (Vtune) is omitted from the symbols as depicted in Fig. 3.10.

3.3.2 Circuit schematic

The circuit design is illustrated in Fig. 3.11. The idea to avoid UT is to arrange the

connection so that Vdd always faces towards the n terminal of the memristor, which has
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Table 3.3: Operation modes of the MemDE-UTA

Mode Input Output
in c f g tune out

Tune up (higher R) × 1 1 0
Tune down (lower R) × 1 0 0
Normal (pass through with delay) 0/1 0 × 0/1

Normal

out = inout = in

Normal

out = in

Normal

out = in

Tune down

out = 0out = 0

Tune down

out = 0

Tune down

out = 0

Tune up

out = 0out = 0

Tune up

out = 0

Tune up

out = 0

cfg = 1
tune = 0
cfg = 1

tune = 0
cfg = 1

tune = 1
cfg = 1

tune = 1

cfg = 0
tune = x
cfg = 0

tune = x
cfg = 0

tune = x
cfg = 0

tune = x
cfg = 0

tune = x
cfg = 0

tune = x

Normal

out = in

Tune down

out = 0

Tune up

out = 0

cfg = 1
tune = 0

cfg = 1
tune = 1

cfg = 0
tune = x

cfg = 0
tune = x

Figure 3.9: State diagram for switching the operating mode of the MemDE-UTA.

in out

tunecfg

Vdd

in out

tunecfg

Vdd

Figure 3.10: Symbol for the MemDE-UTA.

a higher threshold than the other. Considering normal operation in Fig. 3.12a, when c f g

and in are 0, P1 and P2 are ON creating a current path flowing through the memristor

to charge the gate capacitance of N7. The charging speed depends on the amount of

current, which relies on memristance, and this charging speed contributes the delay. For

instance, the charging time/delay is long if memristance is high and is short otherwise.

Note that the gate of P8 is fully charged (OFF) before that of N7 (to be ON) because the

memristor increases the path resistance (propagation time). Therefore, the output node

out is left floating for a short period of time. Nevertheless, the effect of this floating state

is not observed in our simulation in Section 3.5.2.

When in is switched to 1 (see Fig. 3.12b), the gate capacitance of P8 and N7 are

discharged via the memristor and transistors N1 and N2, causing logic 1 at the output.

Therefore, the rising and falling delays are approximately equal because they share the

same memristance. We can see from both figures that the n terminal is re-routed to the

high voltage node when in is toggled. In other words, the supply voltage is always

connected to the high threshold side in both rising and falling transitions. Note that

the gates of P8 and N7 will have the same voltage (Vn = Vp) when in has no transition.
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Figure 3.11: Circuit schematic for the MemDE-UTA.

Similar to the previous paragraph, out is floated while the P8’s gate is discharging, but

this floating state is not observed in Section 3.5.2.

Tuning down the memristance results in shorter delay. This can be accomplished by

setting c f g and tune to 1 and 0 respectively. As shown in Fig. 3.13a, this turns on P3, P4,

N5 and N6, connecting the n terminal to Vdd and the p terminal to ground. Furthermore,

the c f g signal will turn off P7 and turn on N8 to pull the output to ground. To increase

the delay, both c f g and tune are set to 1s. As illustrated in Fig. 3.13b, P5, P6, N3 and

N4 will be ON to connect Vdd and ground to the other sides of the memristor. However,

the tuning speed is too fast because Vdd is far higher than vo f f (see Tables 2.2 and 2.3).

This can be fixed by adding a diode, N9, in parallel to the memristor. This transistor can

lower vpn and thus slow down the tuning.

Regarding UMC 180nm technology, the transistor sizes are chosen based on a Wp/Wn

ratio of 2 to balance the rise and fall times. However, the tuning transistors (P3-P6 and

N3 N6) are bigger to reduce the channel resistances and increase the memristor voltage

so that it is above the memristor threshold. The transistor sizes are listed in Table 3.4.

Note that the minimum transistor width and length in the technology are 240nm and

180nm respectively.
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Figure 3.12: Normal operating mode of MemDE-UTA: (a) passing logic 0; (b) passing logic 1.
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Figure 3.13: MemDE-UTA in tuning operations: (a) tune down; (b) tune up.

Table 3.4: Transistor sizes of the MemDE-UTA
Transistor Width (nm) Length (nm)

P1, P2, P7, P8 480 180
N1, N2, N7, N8 240 180
P3-P6, N3-N6, N9 2,880 180

3.4 Excitation time model

This section shows the simplification of the circuits in the previous sections into a

general-purpose one, called the General-purpose MEmristance Tuning (GMET) circuit,

to model the width of the tuning pulse. Because our model is based on a voltage divider

consisting of a serially connected transistor-memristor, the model can be further applied
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to other memristive circuits in a similar form, e.g. memristive crossbars. It starts at the

top-level definition, which consists of the operating modes and state transitions. Then,

the circuit schematic and its excitation time model are provided in detail.

3.4.1 General-purpose memristance tuning circuit

The proposed GMET circuit has three modes of operation, as shown in Table 3.5 and

Fig. 3.14. It is controlled by two active-high signals, up and down: when both are 0s, the

circuit is idle; otherwise it tunes the memristance up or down depending on the logic 1

at one of the control signals. The code where both signals are 1s is unused (invalid).

up = 0
down = 1

up = 1
down = 0

up = 0
down = 0

up = 0
down = 0

Idle
Tune
down

Tune
up

up = 0
down = 1

up = 1
down = 0

up = 0
down = 0

up = 0
down = 0

Idle
Tune
down

Tune
up

Figure 3.14: State diagram of the GMET circuit.

Table 3.5: Operating modes of the GMET circuit

Operation Control logic
up down

Idle 0 0
Tune down 0 1
Tune up 1 0
Invalid 1 1

3.4.2 Circuit implementation

The GMET circuit is composed of four regular MOSFETs with four control terminals, as

shown in Fig. 3.15. The series connection between transistors and memristor in the figure

is a common structure found in many memristive circuits such as the ones in Fig. 2.10

and both of our MemDEs in Fig. 3.5 and Fig. 3.11. The signals up and down are the

counterparts of up and down signals respectively. Based on AMS 0.35µm technology,

all transistors are sized with a Wp/Wn ratio of 3, which gives nearly equal charge and

discharge currents. In the idle mode, both control signals are 0, resulting in all transistors

being OFF and memristance being preserved. The circuit enters the tune up mode

when the up signal is 1, and consequently the corresponding transistors (P1 and N0)
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are ON and connect the power supply and ground to the p and n terminals respectively.

The voltage across these terminals induces the shift in memristance. The tune down

mechanism is similar, except that the logic 1 is applied at the down terminal instead.

Notice that using the same voltage for both tune-up and tune-down operations may

cause an asymmetric tuning speed due to unequal on and off parameters i.e. {αon,kon,von}

and {αo f f ,ko f f ,vo f f }. We may compensate this by controlling the memristor voltage in

each operation through the transistor sizing (voltage divider). Therefore, the sizes of

tune-up and tune-down transistor pairs ({P1, N0} and {P0, N1}) may not be identical.

down

P1

N1

down P0

N0up

up

VtuneVtune

GNDGND

pn pn

down

P1

N1

down P0

N0up

up

Vtune

GND

pn

Figure 3.15: GMET circuit schematic.

3.4.3 Excitation time model

In each tuning operation, there is a current path which consists of two transistors and one

memristor. The channel resistances Rp and Rn of these transistors (which are assumed

to be constants in saturation mode) and memristance Rm form a voltage divider as an

equivalent circuit in Fig. 3.16. Therefore, with respect to the original VTEAM model [34]

with the ideal window function as in equation (2.4), the change in the length of the

conductive filament dw(t) depends on the excitation time dt and the voltage across the

memristor v(t). The latter can be replaced by a voltage divider formula, thereby giving

a modified model as in equation (3.5) and its condition in equation (3.6). Here the total

channel resistance Rt is constant and equal to Rp + Rn. For simplicity, the constants

α, k and vth stand for (αon or αo f f ), (kon or ko f f ) and (von or vo f f ), respectively. To

obtain an excitation time model which describes the relationship between the amount

of memristance shift ∆Rm and the excitation time ∆t (tuning pulse width), the original

memristance model in equation (2.1), which was proposed previously [23], is modified

as expressed in equation (3.7). Then, w(t) is substituted by equation (3.5), giving the final
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model in equation (3.8).

dw(t)
dt

= k(
Rm

Rm+Rt
vtune

vth
− 1)α (3.5)

∣∣∣∣ Rm

Rm + Rt
vtune

∣∣∣∣ > |vth| (3.6)

∆Rm =
Ro f f − Ron

D
· w(t) (3.7)

∆Rm =
Ro f f − Ron

D
· k(

Rm
Rm+Rt

vtune

vth
− 1)α · ∆t (3.8)

Rp
Rm

Vtune

Rn

GND

pn pn

Rp
Rm

Vtune

Rn

GND

pn

Figure 3.16: GMET equivalent circuit in tune up operation.

3.5 Simulation results

This section describes three experiments conducted on both the MemDE and MemDE-

UTA to achieve the following goals:

• To identify the minimum and maximum effective memristances/delays; i.e. to find

the lower and upper limits of the circuit.

• To examine the minimum tuning pulse that works well across the memristance

range, and the average delay per step.

• To measure power consumption in different operating modes.

Furthermore, the GMET circuit is simulated to validate the accuracy of the excitation

time model.
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3.5.1 Memristor-based delay element

Experiments were conducted using Cadence Spectre with high voltage AMS CMOS

0.35µm technology and the VTEAM memristor model [34]. Biolek window function [139]

is chosen because this function allows the state variable to change when its value reaches

either 0 or 1 boundary [106]. Furthermore, Slipko and Pershin demonstrated Biolek is

a window function that converges the state variable to a fixed value when applying

periodic alternating polarity pulses [140]. Therefore, this window function is useful

for the pulse-based tuning and spiking neural network applications because the pulse

responses are consistent. The fitting parameters for a ferroelectric memristor from

Table 2.3 were chosen because of its wide memristance range, moderate tuning time (in

nanoseconds) and ON threshold that suits the operating voltage (5V and above). Using

this memristor, the Vtune was set above the highest threshold of 7V while Vdd was set

at 5V to let the transistors operate correctly. Regarding a very high memristance of the

selected memristor, ten identical devices were connected in parallel, resulting in 15kΩ

and 5MΩ respectively as the actual minimum and maximum memristances. The normal

signal frequency in all experiments was set to 10MHz.

Minimum and Maximum effective memristances and their delays

The whole memristance range is not usable because excessive memristance causes an

insufficient charging current at mem_out, preventing Vmem_out from reaching Vdd when

in is “−”, while mem_out is discharged quickly once in is “+” due to the large flushing

transistor. This leads to the falling delay saturation, while the rising delay is almost

flat. Consequently, a delay saturation will be observed when averaging both rising and

falling delays. On the other hand, increasing the memristance can trigger unintended

tuning, as explained in Section 3.2.3. Totally, the maximum memristance is considered

as the highest value where neither delay saturation nor unintended tuning occurs.

The maximum memristance can be observed by applying tuning pulses (3ns pulse

width) in tune up mode until the delay saturates. From the simulation results in Fig. 3.17,

the average delay grows non-linearly and saturates at the 6th pulse, which indicates

a maximum delay of 13.54ns and a state variable value of 40 × 10−3. This value can

be converted to the maximum effective memristance of 214kΩ using equations (2.1)

and (2.2).
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Figure 3.17: Relationship between tuning pulses and delay of the MemDE (initial state variable= 0,
initial memristance = 15kΩ, pulse width = 3ns). The falling delay increases due to the increasing
memristance and saturates at the 6th pulse. This is not the case for the rising delay because the
charges at mem_out are wiped through P7 instead of the memristor. The discharging speed is
faster when the memristance increases.

According to the effect of the flushing transistor, the rising delay remains low because

the charges are flushed quickly. The large difference between the rise and fall times still

exists even the widths of N1 and P6, which relate to the rise time, are decreased. In

addition, the minimum delay is measured as 5.48ns and the average delay per step are

obtained as 1.34ns.

Minimum tuning pulse width

To find the minimum tuning pulse width, a simulation was run by sweeping the tuning

pulse width in tune up mode from 1ns to 5ns with a 1ns increment per step. The

waveforms in Fig. 3.18 indicate that the state variable started to increase at a pulse width

of 2ns. In tune down mode, the state variable was initialised to the maximum effective

memristance from the previous section. The simulation results in Fig. 3.19 show the

minimum pulse width of 3ns instead. The variation in pulse width comes from the

difference in memristances, where the lower one allows the signal to swing faster. In

order to use the same pulse width for the whole range, the 3ns pulse was assigned as the

minimum tuning pulse width for all experiments.

It is notable that the glitches in the out signal in Fig. 3.18 were initially ignored, as the

solutions depend on system implementation strategies. For instance, it can be adopted

with a clocked circuit without modification, since the glitches that occur between the

clock edges do not affect the flip-flop [80]. Alternatively, the last stage buffer can be

replaced by a tri-state one, which is useful for asynchronous circuit implementations.
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Figure 3.18: Simulation results for the identification of the minimum tuning pulse width in the
tune up mode of the MemDE.

Additionally, from the out signal in Fig. 3.19, the first output after the tune down

operation was missing due to the fact that all internal charges at mem_out were wiped

during the tuning through N5 (cfg = “ ++′′ and tune = “−′′) and could not be restored

in time. A solution to this issue is the subject of future work.

Power consumption

Values of static and dynamic power consumption are measured separately. The static

power of 14pW is observed as an average value from all combinations of the DC input

signals (in and tune). The dynamic power of 203µW is measured when a pulse train is

applied at in. Note that we also use this measurement method for the MuxDE discussed

in Section 3.6.1.

The energy per step for tune up and tune down operations is measured when the 3ns-

width pulses are sent to both c f g and tune terminals. Energy-per-step readings of 42pJ

and 1.4pJ are observed as the results of tune up and tune down respectively. The tune

up energy per step is significantly higher due to the flushing transistor, as explained

in Section 3.2.3. Although the tune down energy per step is approximately 40 times

lower, it may require more pulses due to the slower speed of memristance shifting, thus

resulting in a higher energy per delay unit tuned. Our MemDE may consume high
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Figure 3.19: Simulation results for the identification of the minimum tuning pulse width in the
tune down mode of the MemDE.

tuning energy, but it has a significantly low power consumption in normal mode, as

shown in Section 3.6.1.

3.5.2 Memristor-based delay element with unintended tuning avoidance

The simulations in this section are based on UMC 180nm technology and the VTEAM

model [34]. The parameter set for a titanium dioxide memristor by Yang et al. in

Table 2.2 [109, 110] is selected because its threshold of 1.5V is within the operating range

of the technology, which is 1.8V. Although the operating voltage is higher than the

threshold, the signal transition in normal mode is fast enough to keep the memristor

voltage below the threshold. This section repeats the procedures in the previous section

to test the circuit’s functionality and to characterise parameters such as minimum and

maximum delays, minimum tuning pulse width and power consumption. Furthermore,

the memristance range of 1kΩ - 300kΩ is already suitable for our application, and hence

there is no need for parallel memristors as in the previous design. The frequency of the

input signal in all simulations was set to 100MHz.

NCL-EEE-MICRO-TR-2021-220, Newcastle University 56



Bunnam T: Memristor-based design solutions for mitigating parametric variations in IoT app.

Minimum and Maximum effective memristances and their delays

The maximum memristance is considered based on the same conditions: it is the

maximum value that is clear from delay saturation and UT. To find the maximum

memristance, a number of 300ps tuning pulses are applied until one of the above

conditions exists. In this simulation, our DE experiences the UT before the delay

saturation. The relationships between the number of tuning pulses and delay are shown

as circle markers in Figs. 3.20a and 3.20b. Note that only data before the presence of UT

are displayed in the figures. The first figure shows a maximum delay of 1.44ns, which is

a result of 167kΩ memristance (state variable = 556× 10−3) observed at the 25th pulse.

The delay in tune down mode in Fig. 3.20b is non-linear and saturates at the 47th pulse

where the minimum delay is 55ps, which is from 16kΩ memristance (state variable =

51× 10−3). This delay saturation happens because of the effect of the voltage divider

between the channel resistance and memristance, as demonstrated in Section 3.5.3. The

growth of the tune up delay in Fig. 3.20a is different from that in Fig. 3.17 because the

delay in the previous design is dominated by internal signal distortion, which is not the

case in this design. We can use the above data to calculate the average delay per step

for tune up and tune down operations as 36ps and 19ps respectively. The graphs for the

pulse widths of 200ps and 400ps are discussed in the next section.
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Figure 3.20: Relationship between tuning pulse and delay of the MemDE-UTA before UT occurs:
(a) tune up operation (initial state variable = 51 × 10−3, initial memristance = 16kΩ); (b) tune
down operation (initial state variable = 556× 10−3, initial memristance = 167kΩ)
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Minimum tuning pulse width

The procedures in Section 3.5.1 are repeated to find the minimum pulse width that can

shift the memristance. To determine this value for the tune up operation, the state

variable is initialised to 51 × 10−3, which is the minimum value from the previous

simulation. Then, two identical signals, which are series of pulses ranging from 100ps to

500ps with 100ps increments, are applied as c f g and tune signals in Fig. 3.21. From the

figure, the state variable starts to shift when the pulse width is 200ps. Additionally, the

tuning pulse of 100ps causes a spike at the out signal because the relevant transistors are

not switched properly.
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Figure 3.21: Simulation results for the identification of the minimum tuning pulse width in the
tune up mode of the MemDE-UTA.

The state variable is set to 556× 10−3 and the same pattern of the c f g signal is applied

for the tune down operation as depicted in Fig. 3.22. Note that the tune signal is 0 at

this time. Unlike in the tune up operation, the memristance can be shifted even at the

pulse width of 100ps. This is because the high memristance can quickly create sufficient

memristor voltage. To be able to tune the delay in both directions, we can choose 200ps

as the minimum tuning pulse width.

It can be noted that, depending on design constraints, a longer pulse width can be

chosen for faster tuning speed. For example, to replace a 4-bit MuxDE, which has 16

delay steps, a MemDE-UTA with 200ps tuning pulse is not a good choice because it has

111 delay steps (tuning pulses, see Fig. 3.20a), which is too high compared to that of the
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Figure 3.22: Simulation results for the identification of the minimum tuning pulse width in the
tune down mode of the MemDE-UTA.

MuxDE. A better choice would be the MemDE-UTA with a tuning pulse of 300ps because

it has slightly more delay steps (25 pulses, see Fig. 3.20a) in shifting the delay from the

minimum value to the maximum.

Power consumption

Regarding static power measurement, DC voltages are applied at the inputs of the circuit.

c f g is set as 0 to operate in normal mode, while in and tune are set to all possible

combinations. Based on these configurations, the static power of 230pW is measured.

The dynamic power of 7.52µW is measured when a pulse train is applied at in. Note that

we also use this measurement method for the MuxDE discussed in Section 3.6.1.

To measure both tune up energy and tune down energy, a tuning pulse of 300ps with

a 10ps signal transition is applied to c f g and tune. The energy is measured for 320ps

duration to cover the pulse and its transition. The tune-up and -down energies of 180fJ

and 80fJ are measured respectively. The tune-up energy per step is higher because the

bypass transistor N9 is active and reduces path resistance.

Unintended tuning avoidance

The in terminal is fed by 500 pulses while the circuit is operated in normal mode to

observe UT over the long term. The initial state variable is set to 556× 10−3, which is
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the maximum value before UT occurrence as demonstrated in the above section. The

simulation results in Fig. 3.23 confirm that our design is free from UT, since the state

variable can be plotted as a horizontal line. This result outperforms that of the previous

MemDE where the UT problem still exists even when the flushing transistor is attached.

Note that, in the physical implementation, the state variable may decay even the UT is

prevented. This is because of the volatile effects, which the VTEAM model does not

account for.
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Figure 3.23: Simulation results of feeding 500 pulses in normal mode operation; initial state
variable = 556× 10−3.

3.5.3 Excitation time model

To evaluate the accuracy of the proposed model, a memristor tuning experiment was

conducted. All simulations are based on AMS CMOS 0.35µm technology and the

VTEAM memristor model [34] with an ideal window function. The parameter set of

Strukov et al.’s memristor in Table 2.2 is applied. Note that we assume that the excitation

time is a product of the pulse count and width, where multiple pulses represent a longer

excitation time.

This section is divided into three parts: The first part considers the different behaviour

of an isolated memristor and a GMET circuit. The average value of Rt corresponding

to each selected pulse width is also obtained in this part. In the second part, the

proposed model (equation (3.8)) and its condition (equation (3.6)) are evaluated against

the simulation data for the GMET circuit. Then, the saturation points are compared in

the third part. In the last part, the issue in applying the model to the smaller technology

is revealed.
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GMET circuit and the single memristor

In this part, 5V amplitude pulses with a pulse width range from 20ms to 100ms (in

20ms increments) are applied to both the single memristor and the GMET circuit until

memristance saturates. Then, the memristance shift corresponding to each input pulse

is observed. This experiment is performed in both tune up and tune down operations.

An example of the results observed is illustrated in the graphs in Fig. 3.24. These reveal

the relationship between memristance shift and the pulse counts of the single memristor

and the GMET circuit with 40ms pulse width.

The tune up graphs in Fig. 3.24a show that the change in memristance in the GMET

circuit is slower than that of the single memristor because the voltage divider decreases

the voltage across the memristor. The slope of the GMET graph is small from the

beginning due to the increase in memristance. Then, the plot becomes near-linear as

memristance finally dominates the voltage divider. Note that the memristance of the

single memristor rises linearly throughout the simulation because there is no component

to share the voltage.
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Figure 3.24: Simulation results of memristance vs number of tuning pulses based on AMS 0.35µm
technology with the VTEAM model and parameters of Strukov et al.’s memristor, with pulse
amplitude Vtune= 5V, and pulse width t = 40ms: (a) tune up operation; (b) tune down operation.

Regarding the tune down operation (Fig. 3.24b), the memristance shift of the GMET

circuit decreases non-linearly due to the voltage divider effect. When the memristance

goes low, the channel resistance of both tuning transistors becomes significant and

reduces the voltage drop across the memristor. When the memristor voltage is smaller

than one of its thresholds, the memristance saturates and never reaches Ron. In this case,
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the saturation point is approximately at 1.5kΩ. Both non-linear and early-saturation

issues can be solved by using the memristor with a higher Ron, which can be achieved

by device sizing [33] such that it can always dominate the voltage divider. In addition,

to avoid these issues, the supply voltage should be considered as a part of the voltage

divider that directly controls the memristor voltage. Therefore, using sufficiently high

voltage is an alternative solution, but it is power-intensive and limited by fabrication

technology. Without the voltage divider as in the GMET circuit, the memristance of the

single memristor reduces linearly until it saturates at Ron. The behaviour of both tune

up and tune down operations is similar for any specific pulse width. The average values

of Rt, one for each graph, are listed in Table 3.6.

Table 3.6: Average channel resistances obtained from pulse width sweeping
Operation Pulse width Average Rt Error (%)

(ms) (Ω) Avg. Max

Tune up

20 289 4.36 7.00
40 407 1.97 3.01
60 430 0.98 1.43
80 431 0.32 0.47

100 429 0.34 0.79

Tune down

20 548 5.49 10.26
40 591 3.17 5.64
60 600 3.38 8.58
80 604 3.75 13.25

100 648 3.53 11.06

GMET circuit and its model

Each Rt from the previous section is applied to the proposed model in equation (3.8)

which is used to calculate the shifts in memristance. For example, based on a 40ms

tuning pulse width, the graphs for the proposed model are compared with those for the

GMET circuit simulations as depicted in Fig. 3.24. It can be seen that the calculated data

are close to those from the simulation. The differences are listed as error in Table 3.6, and

the maximum and average error of the tune up operation decline when the pulse width

increases while both errors are independent of pulse-width in the tune down operation.

High error always occurs when the memristance is close to Ron. However, the

maximum error for all operations is less than 7% when memristance is above 2.5kΩ. This

is because the actual transistor channel resistance is very different from the average one
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and it also dominates the voltage divider. Therefore, working at higher memristance is

recommended. The values of percentage error mentioned are compared with the results

of other research in Section 3.6.2.

Saturation points

The pulse counts to reach the saturation points for the applied pulse widths are

illustrated in Fig. 3.25. It is clear that the transistor channel resistance affects the

difference in memristance shift between that of the device and of the GMET circuit. This

difference is large enough to shift the saturation point of the GMET circuit. Note that the

channel resistance effect is common in serially connected memristor-transistor circuits,

e.g. 1T1R structures in [43, 51, 141]; hence, our method can be applied to those circuits.

Regarding our model, the predicted saturation points mostly match those of the GMET

circuit. All mismatches between the GMET circuit and the model arise during operation

at below 2.5kΩ memristance. Furthermore, these mismatches are consistent with the

maximum errors listed in Table 3.6 because they occur at the pulse widths that have high

values of maximum error (20ms for tune up and 20ms, 80ms and 100ms for tune down

operations). Therefore, working at higher memristance can provide identical graphs.

Note that the error values for 40ms and 60ms pulse widths are very small, so that the

saturation points can be reached with the same pulse counts.
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Figure 3.25: Number of pulses before saturation vs pulse width, with pulse amplitude Vtune = 5V
and pulse width t = 40ms: (a) tune up operation; (b) tune down operation.
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Accuracy loss in the smaller technology

Although the estimation is accurate for 0.35µm technology, this is not the case for 180nm

technology, as shown in Fig. 3.26a. In tune down operations, the model’s calculation

(solid line) is very different from the simulation (circle markers). This is due to the spikes

in the vn and vp signals of both memristor terminals, as illustrated in Fig. 3.26b. These

signals cause an over-tuning and result in faster saturation as indicated in Fig. 3.26a.
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Figure 3.26: Memristance vs number of tuning pulses based on UMC 180nm technology with the
VTEAM model and the parameters from prior research [109, 110], where pulse amplitude Vtune=
1.8V, pulse width t = 400ps: (a) tune down operation; (b) the spike at the falling transition of the
down signal which causes overtuning.

3.6 Discussion

3.6.1 Memristor-based delay element

Table 3.7 gives an overview of the reported results from recent work and compares them

against the proposed solutions.

The CSDE proposed by Maymandi-Nejad and Sachdev [82] can range in 360ps with

5-bit parallel control. This circuit consumes more power in normal mode, even though

the technology is smaller, because the current mirror always connects the power source

to the ground. Moreover, this solution is vulnerable to process variations as it depends

on the precise sizing of the transistors.

Tschantz et al.’s MuxDE [83] is replicated in two technologies, the AMS 0.35µm

HV and UMC 180nm, to give a fair comparison with both of our MemDE designs.
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Table 3.7: Comparison of the specifications of the proposed MemDEs
Work Delay

min.
(max.)

(s)

Step
time
(s)

Normal mode
power (W)

Tuning
energy

(J)

Tr.
no.

Area
(µm2)

Tech. &
model

(m)Static Dyn.

[82] 2.06n
(2.42n) ≥ 2p 340µ

max. N/A N/A 16 5,000 180n

3b-MuxDE
[83]

7.1n
(15.6n) 1.06n 3p 666µ N/A 70 74,800 0.35µ HV

4b-MuxDE
[83]

0.5n
(1.5n) 63p 1.16n 100µ N/A 108 774 180n

[85] 0.5n
(5.5n) 4.2n 50µ N/A N/A 18 N/A 180n

[88] 30n
(3u) N/A N/A N/A N/A 7 N/A N/A +

Biolek

[87] 809p
(822p) N/A N/A N/A N/A 5 N/A 40n + mod.

Biolek

[80] N/A
(140p) N/A N/A N/A N/A 14 0.95 45n + mod.

Yakopcic

MemDE 5.48n
(13.54n) 1.34n 14p 203µ

42p
(1.4p) 17 30,800 0.35µ HV +

VTEAM
MemDE

UTA
0.55n

(1.44n)
36p

(19p) 1.39n 7.5µ
180f
(80f) 21 560 180n +

VTEAM

The control bits of the one with 0.35µm technology is selected as 3-bit while 4-bit is

selected for the other. This is to provide similar maximum delays to their competitors.

They consume higher dynamic power due to the higher numbers of logic gates. Their

comparisons to our circuits are discussed at the end of the section.

The circuit designed by Saraj et al. [85] provides accurate delay control with the

smallest static power dissipation. By using a comparator-based design, the delay shifts

linearly with lower power consumption than the CSDE. However, it needs analog control

which makes it not suitable for digital applications.

Meanwhile Mokhtar and Abdullah’s circuit [88] exhibits the widest range at 2.97µs.

Nevertheless, it uses a memristor as part of a current mirror, so there is still a current

path that always draws energy, which is the same as with Li et al.’s [82]. Although this

work reports the fewest transistors, this number does not include the transistors for the

memristor interface.

Zhang et al.’s design [87] yields a short delay range at 13ps due to the narrow

memristance boundary. By connecting a memristor in series with the pull-down path,

the delay happens only on the rising transition, so another memristor and memristance
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matching are required in order to provide the same delay as for the falling transitions.

Furthermore, the voltage divider structure limits the maximum memristance and thus

the achievable delay. This happens because an increase in memristance induces more

voltage, but this voltage cannot exceed the threshold at the same time.

The circuit in the study by Gu and Li [80] offers a short delay with extremely low

energy per transition in normal mode. Unfortunately, according to the information

provided, it is not comparable with our work in terms of power. Besides this, the use of

a modified threshold memristor cannot guarantee that the circuit will be implementable.

Moreover, this threshold is lower than the supply voltage, which increases the risk of UT

problems when memristance exceeds the upper limit. More circuits may be required to

prevent the UT problem resulting in higher power dissipation and larger chip area.

We propose two implementable designs based on empirically extracted memristor

parameters that contain wide ranges of threshold voltage and the UT effect. Their delays

are easy to tune by controlling either the pulse width or the pulse count on a pair of

control signals. The memristor positions prevent short circuit paths and therefore reduce

power consumption in normal mode, which is our main focus.

From the comparison table, note in particular that the dynamic power dissipation of

the MemDE is one-third lower than that of the 3-bit MuxDE, which is designed based

on the same technology. While our design has higher static power consumption, this

amount is negligible compared to the dynamic case which is greater by 7-orders of

magnitude. Furthermore, even though our MemDE is based on older technology, it uses

6-orders of magnitude less static power than the CSDE. Lastly, our MemDE occupies

two times smaller area than that of 3b-MuxDE; thus, it provides a better opportunity for

reducing the size of IoT devices.

To eliminate the UT problem in the above design, we have proposed a MemDE-UTA

design. This consumes nearly equal static power to the 4-bit MuxDE while spending

thirteen times less dynamic power, because its transistor count is about one-fifth of that

of the MuxDE. Improvements in this design include the removal of UT while balancing

the rise and fall delays. Interestingly, the static power consumption of the MemDE-UTA

is three orders of magnitude higher than that of our first MemDE which is implemented

in the larger technology. This high leakage power might be a characteristic of UMC

180nm technology, because the 4-bit Mux DE also consumes power at the same rate.
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The area saving is also improved in this design as 28% of the chip area can be reduced

compared to the 4b-MuxDE circuit. Therefore, our MemDE is a solution for designing

area-efficient IoT devices. Our circuit size may be larger than that of the design by Gu

and Li [80] due to the larger technology node. However, it can avoid the UT problem

which may exist in their design. Note that the chip areas reported did not include the

areas required by the memristors because the commercial technology libraries do not

support these devices at the moment. Nevertheless, the memristor size may not be a

critical issue because several reported memristors (up to 200µm2 [27]) are smaller than

our circuits. They can be fabricated on top of our circuits using the back-end-of-line

(BEOL) process [142].

3.6.2 Excitation time model

The features of the circuits for interfacing memristors that are found in recently

published papers are listed in Table 3.8. The majority of the publications rely on

comparators as real-time completion detectors. Hence, they can achieve low levels of

errors without the need to estimate excitation timing.

Table 3.8: Feature comparison of the tuning techniques
Work Technique Technology Memristor Max error

(µm) model (%)
[123] Comparator N/A Strukov et al. [23] 0.40
[124] Comparator 0.35 Strukov et al. [23] N/A
[125] Comparator N/A Vourkas et al. [143] 1.00
[51] Comparator N/A Joglekar et al. [144] N/A
[54] Comparator N/A VTEAM [34] 3.59
[52] Pulse-based N/A Lehtonen et al. [91] N/A

This Pulse-based 0.35 VTEAM [34] 7.00

Regarding the pulse-based tuning approach, error data is only available for our

work. The maximum error of our model is higher than that of all the comparator-

based solutions. This is mostly due to the use of an average value of transistor

channel resistance for the whole range of memristance. However, using pulse count

for memristance programming can significantly reduce area and power consumption,

because completion detection circuitry is not required.

The acceptable accuracy depends on the IoT application and the available mem-

ristance range. For instance, the memristor can be applied as multi-bit memory to reduce
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the device’s size and power consumption as multiple data can be stored in a memristor

without any power requirements, unlike the traditional memory elements. Therefore,

the higher tuning accuracy can increase the data resolution causing a smaller chip area

and lower power dissipation. Recently, Stathopoulos et al. reported their AlxOy/TiO2

memristor could store up to 6.5 bits of data within the memristance range between 20kΩ

to 120kΩ [27]. In this particular case, the programming technique proposed by Berdan

et al., which offers the maximum error of 0.4% [123], may be employed.

The over-tuning is caused by overshoot signals between the memristor’s terminals.

This effect appears in the small technology because gate-drain leakage becomes signific-

ant [145]. To improve the accuracy of the excitation time model, the overshoot models

reported elsewhere [146, 147] must be included.

3.7 Summary

We conceptually propose a design of MemDE that is based on the memristor and uses

pulse control in tuning delay. We identify the UT problem and propose a solution in

order to improve power efficiency. Based on the VTEAM model with the ferroelectric

parameter set and high voltage AMS 0.35µm technology, the experiments provide circuit

characteristics, including an effective delay range of 5.48ns to 13.54ns within 6 tuning

steps, an average delay of 1.34ns per step, and a minimum tuning pulse width of 3ns. It

is also shown that the energy used is mostly spent in the tuning mode.

We further investigate the circuit structure that is free from UT problem while

retaining approximately equal rising and falling delays. Our MemDE-UTA successfully

achieves this requirement. The simulation results based on UMC 180nm technology and

the VTEAM model with the fitting parameters for titanium dioxide memristors reveal

the circuit characteristics, including an effective delay range of 0.55ns to 1.44ns within 25

and 47 steps for tuning up and down respectively. They also show average delays for

tune up and down operations of 36ps and 19ps per step respectively, and a minimum

tuning pulse width of 200ps.

The excitation time model for pulse-based memristance tuning helps us to accurately

determine the width of the tuning pulse. Pulse-based tuning is beneficial for the

maximisation of memristor storage capability and in minimising energy and area
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requirements since there is no need for memristor state verification. This chapter also

contributes the GMET circuit to evaluate the proposed model, and the simulation results

are close to the model’s predictions. They also reveal the early-saturation issue which

occurs when the voltage drop across the memristor is below the threshold due to the

effect of the voltage divider. We suggest the use of high ON memristance as a solution.

In addition, the proposed method works well with estimating memristance shift based

on the excitation voltage. Modelling the memristance shift with respect to the overshoot

signal is a subject for future work.

Our MemDE-UTA can be used to adjust the timing of digital circuits depending on the

effects of parametric variations. It offers balanced rising and falling delays, low power

consumption, and no unintended tuning. The use of the memristor is suitable for IoT

devices that are equipped with limited or unstable power sources because the delay

configuration can be retained in the memristor when power is disrupted. Furthermore,

there is no need to spend power and time to re-initialise the delay when the power

returns. Overall, our MemDE-UTA is an energy-efficient solution for the mitigation of

the effects of parametric variations on IoT devices, which is our challenge (i).
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Chapter 4

Modelling temperature effect on the
memristance

This chapter describes a simple yet effective temperature model of the memristor to

enable a study of temperature compensation and sensing for IoT applications. Section 4.1

analyses and integrates temperature sensitivity into the existing model. The temperature

response of OFF memristance, which is dominated by titanium dioxide/chalcogenide

materials, is verified based on a titanium dioxide memristor from the literature in Sec-

tion 4.2. In Section 4.3, temperature experiments with silver-chalcogenide memristors are

conducted to validate the model’s accuracy and the relevant parameters are extracted.

Finally, this chapter is summarised in Section 4.4.

4.1 Model analysis

The effect of temperature on memristance is analysed and embedded in the VTEAM

model because it allows precise estimations of all reported physical device behaviour,

such as linear ion drift [23, 90], nonlinear ion drift [91] and the Simmons tunnel

barrier [92], while also exhibiting better computational efficiency [34]. VTEAM utilises

the memristance equations (2.1) and (2.2), which are recapitulated here for convenience:

Rm = Rons + Ro f f (1− s) (4.1)

s =
w(t)

D
(4.2)
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where s is the state variable, D is the distance between the lower and higher bounds won

and wo f f of the device, Ron and Ro f f are the memristance values corresponding to those

bounds. Furthermore, equation (2.4), which is used to estimate the shift of the doped

region w(t), is re-written in equation (4.3) where v(t) is the applied voltage, von and

vo f f are threshold voltages, fon(w) and fo f f (w) are window functions and the remaining

variables are fitting parameters.

dw(t)
dt

=


ko f f (

v(t)
vo f f
− 1)αo f f fo f f (w) ,0 < vo f f < v

0 ,von < v < vo f f

kon(
v(t)
von
− 1)αon fon(w) ,v < von < 0

(4.3)

Initially, this work focuses on the valence change memory (VCM)-based memristor

because it provides a variable resistance, which is useful for multi-level and neur-

omorphic computing applications [148] . In particular, titanium dioxide memristor is one

of the widely used VCM devices [149]. From previous research [150], ON memristance

decreases slightly with increasing temperature because the conductive filament exhibits

a metallic-like conduction mechanism. Furthermore, the temperature effect on Ron is

negligible compared to the one on Ro f f [31, 96, 151]. For this reason, the following

analysis studies only the embedding of the thermal effect on Ro f f into the VTEAM

model. Note that the thermal effect on Ron can be easily embedded in the model by

following the same procedure.

The temperature analysis starts by considering the OFF memristance Ro f f , which can

be expressed in the basic resistance equation as follows:

Ro f f = ρ× L
A

(4.4)

where ρ, L and A are resistivity, length (width in this case) and cross-sectional area of

the memristor respectively. The resistivity of the active layer, made from either metal-

oxide or chalcogenide material, can be represented empirically by the reciprocal of the

conductivity in equation (2.5) [31, 35, 36, 38, 39], as shown in equation (4.5).

ρ = ρ0e
Ea

kBT (4.5)
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where, ρ0 is constant, Ea is activation energy, kB is the Boltzmann constant and T is

temperature in Kelvin. In real circumstances, however, the ions may not completely

migrate back to the doped region. These remaining ions reduce the value of Ro f f and

therefore the effective Ro f f (Ro f f ,e f f ) can be expressed as:

Ro f f ,e f f = Ro f f − Rc (4.6)

where Rc is a constant representing the offset caused by the remaining ions. Substituting

equations (4.4) and (4.5) into equation (4.6) yields:

Ro f f ,e f f = (ρ0e
Ea

kBT × L
A
)− Rc (4.7)

This equation shows the temperature-based volatility where the memristance declines

exponentially with increasing temperature, which agrees with the property reported

elsewhere [152]. Also, it can be applied to other materials such as tantalum [151] and

manganite [153]. As the impact of temperature on Ron is negligible, equation (4.7) is used

to represent the effect of temperature on Ro f f in equation (4.1). Hence, the memristance

model is modified as follows:

Rm = Rons + ((ρ0e
Ea

kBT × L
A
)− Rc)(1− s) (4.8)

This is the final model which describes memristance as a function of temperature.

Notably, this chapter only uses s = 0 because we focus only on Ro f f . As a result, Rm

is equal to Ro f f ,e f f . Note that Li et al [33] reported Ro f f of titanium dioxide memristor

is independent of the cross-sectional area due to the random distribution of oxygen

vacancies in the undoped region [94,95]. Discarding A does not affect our model because

ρ0 can absorb its value. To be general, however, we will keep this parameter untouched.

4.2 Model verification based on titanium dioxide memristor

To verify the model, firstly, equation (4.4) is used to calculate the resistivity of titanium

dioxide (16,000Ωm) using published data [33] (Ro f f =4MΩ, A=10×10µm2 and L=25nm).

Then, values of Ro f f at different device widths are estimated using the calculated
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resistivity compared to the experimental data [96] as listed in Table 4.1. From the table,

the maximum error of 1.25% is at L=20nm, which demonstrates the accuracy of the

proposed analysis.

Table 4.1: Calculated OFF resistance of titanium dioxide memristor
Width L

(nm)
Ro f f from [96]

(MΩ)
Calculated Ro f f

(MΩ)
Error (%)

10 2 1.98 1.00
20 4 3.95 1.25
30 6 5.93 1.10
40 8 7.90 1.20

Table 4.2: Thermal effect on resistivity of titanium dioxide memristor
Temperature

(K)
Ro f f /Ron ratio

from [96]
Calculated
Ro f f (kΩ)

Calculated
resistivity (Ωm)

298 15.0×103 1,950.00 158.00×102

338 4.0×103 520.00 42.10×102

358 1.0×103 105.00 10.50×102

398 0.5×103 0.53 5.27×102

Table 4.3: Calculated values for the constants in equation (4.5)
ρ0 (Ωm) Ea (meV) R2(%)

0.0122 360 96.00

Figure 4.1: Comparison between the resistivity of titanium dioxide memristor in Table 4.2 and
Arrhenius relation in equation (4.5) using the extracted parameters in Table 4.3. The resistivity in
Table 4.2 is calculated from the Ro f f /Ron ratios estimated by Abunahla et al. [96]. These values
are validated using the data measured from the fabricated device in [151].

Secondly, values of Ro f f and resistivity at different temperatures are estimated using

the extracted values (Ron=130Ω, A=9×9µm2, L=10nm and Ro f f /Ron ratios) [96] as listed

in Table 4.2. Finally, the parameters ρ0 and Ea in equation (4.5) are calculated numerically

using the resistivity values obtained and the non-linear least square fitting tool in
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Table 4.4: VTEAM model parameters (partially from [109])
Parameter Value Unit
αo f f 4 −
αon 4 −
vo f f 0.3 V
von -1.5 V
ko f f 0.091 m/s
kon -216.2 m/s
wo f f = L 3 nm
won 0 nm
Ron 1 kΩ
A 12×12 µm2

MATLAB. Both parameters determined for titanium dioxide are tabulated in Table 4.3,

with an accuracy R-squared of 96%. Both values agree with those in the report by

Mardare et al. [154]. The graphs in Figure 4.1 show that the resistivity in Table 4.2 and the

model based on equation (4.5) using the parameters in Table 4.3 are consistent. Although

the obtained parameters fit the data from earlier work [96], the comparison of accuracy

with other research cannot be accomplished because the publications concerned do

not provide sufficient information. For example, one study [152] reports only the

trend of temperature and resistivity, but does not provide exact values. By using the

same procedure defined here, the parameters of equation (4.5) can be recalculated for

memristors with different materials such as HfO2 [31], ZnO [96] and Ta2O5 [96].

Embedding the modified model in equation (4.8) with the VTEAM model in equa-

tion (4.3) enables a thermal analysis using a circuit simulator and computing software

such as Cadence Spectre and MATLAB. The Verilog-A code of the model is provided in

the Appendix.

A 100MHz sine wave 2.5V in amplitude is applied as an input of the memristor

to simulate the I-V relationships at 298K, 338K, 358K, 398K (25°C, 65°C, 85°C and

125°C) using Cadence Spectre. The VTEAM parameters are retrieved from a previous

study [109] and are summarised in Table 4.4. They fit the physical devices subsequently

reported [24]. In addition, both L and wo f f are the same parameters, which is the

device width. The cross-sectional area A is selected such that Ro f f (343kΩ) becomes

close to the original parameter (300kΩ). The I-V simulation results in Fig. 4.2 show that

memristance decreases at high temperature, resulting in the wider positive (right) lobes

and the steeper Ro f f slopes in the negative (left) lobes.
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Figure 4.2: I-V characteristics of the proposed model at different temperatures.

(a) (b)

Figure 4.3: Relationship between temperature, applied voltage and memristance with an
excitation time of 10ns: (a) tune memristance up; (b) tune memristance down.

The thermal analysis using MATLAB is illustrated in Fig. 4.3 showing the mem-

ristance tuning runs for up and down directions with an excitation time of 10ns.

Both sub-figures show that memristance declines exponentially when temperature rises.

Furthermore, saturation is achieved when the temperature reaches approximately 358K

(Rm ≈32kΩ). Moreover, the memristance changes non-linearly depending on the voltage

applied, as described in the original VTEAM model.

In summary, the VTEAM model is modified to include the effect of temperature

based on data in the literature. It shows that temperature impacts the resistivity of the

material and subsequently the memristance also. Therefore, temperature compensation

is needed when using the memristors at temperatures different from room temperature.

Our model enables such compensation, which significantly improves circuit accuracy.
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4.3 Temperature experiments on silver-chalcogenide memristor

In this section, silver-chalcogenide memristors are used in our temperature experiments

to extracts the model parameters based on equation (4.7). There are three experiments

in this section: high-temperature sweep, low-temperature sweep and constant temper-

ature. Firstly, the high-temperature experiment is conducted to observe the change in

memristance with temperature and also to inspect the memristance hysteresis between

rising and falling temperatures. Then, the low-temperature experiment extends the

model’s coverage. Both experiments were repeated four times to ensure the reliability

of the results, and the data is combined to extract the model parameters. Finally,

values of memristances at different temperatures over time are measured to observe the

consistency.

4.3.1 Experiment setup

For the experiments, we employed two tungsten-based (W) silver-chalcogenide mem-

ristor chips in ceramic packages from Knowm Inc. Two out of eight memristors from

each chip were selected: memristor#4 and #8 from chip#2 (C2M4 and C2M8), and

memristor#1 and #5 from chip#3 (C3M1 and C3M5). Before the experiments, the

functionality of the memristors was tested using the official toolset which consists of

Analog discovery 2 and the Memristor discovery board and its software as shown in the

left-hand side of Fig. 4.4. Note that the memristor chip is attached to the ZIF socket at

the centre of the board. Each memristor receives a series of erase, write and erase pulses

which are 50ms-width half-sine waveforms. The write and erase amplitudes are 1V and -

2V respectively. Each step is followed by a 100mV square wave to read the memristance.

Samples of the test results are depicted in the right-hand side of Fig. 4.4. They show

that C2M4 and C3M1 passed the test as their high memristances (infinity) are read after

erasing while the low memristances in tens of kilohms are detected in the writing step.

The experimental set-up in Fig. 4.5 illustrates the overall set-up. A Keithley

SourceMeter 2612B was employed to measure the memristance in every experiment.

It is programmed through its web interface to read memristance using 10mV signal.

A digital thermometer reads the temperature next to the memristor chip during

memristance measurements. The memristor chip, temperature probes and test probes of
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C2M4

C3M1

Figure 4.4: Memristor functional tests before experiments.

Table 4.5: Temperature sweep experimental set-up
Parameter Value

Wafer W20
Chip number 2 3
Memristor number 4 8 1 5
Measuring points (K) Low: 253, 278

High: 298, 318, 338, 353, 378
Temperature cycle 3
Sampling frequency (Hz) 33
Samples per reading 5
Reading voltage (mV) 10
Setup time for read signal (ms) Low: 450 / High: 30
Temperature settling time (mins) Low: 60 / High: 15
Repeat experiment 4

the Keithley SourceMeter 2612B are placed inside the oven, as shown in Fig. 4.6. The chip

is attached to a PCB that is connected to the test probes. The main temperature sensor

probe is placed close to the chip and another probe is attached to the aluminium plate

at the bottom for the reading of the heat source. In the high-temperature experiment,

the chip is covered by an aluminium foil to shield the memristor from noise and to

stabilise the temperature around the chip (the plate is to be placed in the oven). In the

low-temperature experiment, a plastic box is used instead of the aluminium foil and
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Figure 4.5: Overall experiment setup.

Figure 4.6: Setup for high-temperature experiment.

(a) (b)

Figure 4.7: Setup for low-temperature experiment: (a) inside the plastic box; (b) measurement in
action.

plate to protect the memristor from moisture (the box is to be placed in a fridge-freezer)

as depicted in Fig. 4.7a and 4.7b. Note that the wireless temperature sensor in Fig. 4.7a

is applied instead of the basic one in Fig. 4.5 in order to minimise the number of holes,

which cause temperature leakage. The temperature read from the wireless thermometer

is 0.5°C higher than the basic one. In addition, our measured memristances might be

affected by the moisture, which inversely relates to the temperature.
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Figure 4.8: Procedures for a sweep temperature experiment.

The procedures for both high- and low-temperature sweeps follows the flowchart

in Fig. 4.8. The temperature is swept from between low and high values for three

cycles and a low reading voltage of 10mV is applied at each measuring point. This

voltage is chosen to provide sufficient margin below the memristor threshold, which

decreases with temperature to >80mV at 423K [155]. Furthermore, our reading test

with regular resistors in the MΩ range has shown that our equipment can read the

resistances correctly using the specified reading voltage. After adjusting the temperature

(high-temperature experiment), the oven is left untouched for 15 minutes to ensure the

chip’s temperature is stable. This is confirmed by monitoring and measuring the chip’s

temperature before and during the memristance reading. The same procedures are done

for the cold-temperature experiment, except the memristors are left in the refrigerator

and freezer for 60 minutes. Then, the memristance, which is a proportion of voltage and

current, is sampled five times with a sampling period of 30ms and the obtained values

are averaged to minimise the noise effect. Note that memristance is extremely high at

low temperature (tens of MΩ); therefore, the required set-up time in the low-temperature

experiment (450ms) is longer than in the high-temperature one (30ms). Furthermore, a

settling time of the minimum temperature between measuring points is required in order

NCL-EEE-MICRO-TR-2021-220, Newcastle University 79



Bunnam T: Memristor-based design solutions for mitigating parametric variations in IoT app.

300 320 340 360 380 400

Temperature (K)

0

5

10

15

20

C2M4, rise
C2M4, fall
C2M8, rise
C2M8, fall

(a)

300 320 340 360 380 400

Temperature (K)

0

2

4

6

8

C3M1, rise
C3M1, fall
C3M5, rise
C3M5, fall

(b)

Figure 4.9: High-temperature sweep results for: (a) C2M4 and C2M8; (b) C3M1 and C3M5.

for the temperature to stabilise. The experimental set-up for the temperature sweep is

summarised in Table 4.5.

In the fixed temperature experiments, each memristor is placed in a constant tem-

perature of approximately 323K, 338K, 353K or 378K to inspect the consistency of

memristance at different temperatures. Memristance is read every 15 minutes for at least

6 hours (24 readings). The sampling frequency and voltage are the same as those for the

temperature sweep experiment.

4.3.2 Experimental results and discussions

Hysteresis

To determine the hysteresis, data from the high-temperature sweep is plotted separately

between rising and falling temperatures, as illustrated in Fig. 4.9. The subfigures reveal

that the memristances in both directions are inline; hence, it can be concluded that

hysteresis regarding the temperature of Ge-rich material (Ge2Se3 in this experiment) is

negligible. In contrast, such hysteresis is observed in Se-rich material (Ge22Se78 in [156]),

which is also used as active layers of memristive devices, e.g. conductive bridge random

access memory (CBRAM) [105]. Note that in order to maintain point visibility, the data

in both plots is from the first experiment only; the other experiments give similar results.

NCL-EEE-MICRO-TR-2021-220, Newcastle University 80



Bunnam T: Memristor-based design solutions for mitigating parametric variations in IoT app.

Full temperature sweep and parameter extraction

Combining high- and low-temperature sweep data creates a full sweep as depicted in

Fig. 4.10. Note that the memristances are shown in logarithmic scale. All subfigures

confirm the exponential relationship between memristance and temperature, as expected

based on equation (4.7). To extract the model parameters, ρ0, L and A in equation (4.7) are

lumped as β for simplicity. The parameters for each memristor are extracted using non-

linear least square fitting in MATLAB. The extracted parameters are listed in Table 4.6

and the models are plotted as solid lines in Fig. 4.10. It can be seen that the model fits the

data very well, with the minimum R-squared value of 88.64%. Finally, ρ0 is calculated

based on L = 300Å and the via size of 3µm [41] as listed in the table. Note that the

extracted activation energies are higher than the value reported in [155], which is 31meV.

The reason for this is subject to future work.

Table 4.6: Extracted temperature model parameters
Memristor β ρ0 (Ωm) Ea (meV) Rc(Ω) R2 (%)

C2M4 6.88× 104 16.21 148.74 3.52× 106 88.64
C2M8 4.85× 103 1.14 205.61 2.96× 105 88.95
C3M1 8.62× 105 203.21 70.08 5.88× 106 99.75
C3M5 4.57× 106 1,076.98 36.82 1.09× 107 99.61

Interestingly, the model agrees with the experimental data, but there are small

disagreements with the data of C2M4 and C3M1 at 378K. This might be due to the

remaining ions in the active layer. Their effects in tens of the kilo-ohms range are at least

two orders of magnitude lower than that of the active layer at room temperature [157].

However, they become a concern at high temperature as the memristance drops

significantly. Accounting for this effect so as to obtain more accurate models is a matter

for future research. The device-to-device variation in Fig. 4.11 shows an insignificant

variation in Ro f f of each memristor between before and after the temperature sweep.

Fixed temperature experiment

Because the characteristics of all memristors are the same when the temperature is below

378K, only results for C3M5 at 338K and 353K are illustrated in Figs. 4.12a and 4.12b

respectively, for brevity. All plots can be found in Appendix B. The results for C2M4,

C2M8, C3M1 and C3M5 at 378K are displayed in Fig. 4.12c- 4.12f. Note that, for
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Figure 4.10: Logarithmic scale memristances between 253K and 378K, and models of: (a) C2M4;
(b) C2M8; (c) C3M1; and (d) C3M5.

Figure 4.11: Device to device variation before and after the temperature sweeps.

visualisation purposes, memristor conductance (Gm = 1/Rm) is used as it changes in the

same direction as temperature. In addition, the actual temperature readings are plotted
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alongside each conductance diagram to show the variation during the experiments due

to fluctuations in ambient temperature.
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Figure 4.12: Memristor conductance and read temperature vs sample: (a) C3M5 at 338K; (b) C3M5
at 353K; (c) C2M4 at 378K; (d) C2M8 at 378K; (e) C3M1 at 378K; (f) C3M5 at 378K.

From Figs. 4.12a and 4.12b, the memristance values vary with the same pattern as

the actual temperatures, and this is similar to the results from C2M4, C2M8 and C3M1.

Therefore, it is concluded that memristance is stable and correlates with temperature up

to 353K. Similar experiments on titanium dioxide memristor (AlxOy/TiO2) were done by

Stathopoulos et al. [27]. The results show the memristances are also stable at 358K.
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Interestingly, the conductances behave differently at 378K. The conductance from

C2M4 increases (Fig. 4.12c) while the one from C2M8 fluctuates over time; see Fig. 4.12d.

Furthermore, decays are observed from both memristors from chip#3; see Figs. 4.12e

and 4.12f. The reason for this behaviour needs to be investigated in the future. Although

the stability issue exists at high temperature in the long term, it is not clear if this is the

case in the short term. Indeed, the memristance levels in Fig. 4.10 are approximately the

same even when temperature is cycled multiple times.

4.4 Summary

This chapter proposes a realisation of a simple thermal model of a titanium dioxide

memristor based on the recently proposed physical model and experimental data. The

evaluation of the model yields a maximum error of 1.25% and the extracted model

parameters yield an accuracy R-squared value of 96%. Our model shows that the

OFF memristance declines exponentially and becomes saturated once the temperature

reaches to 358K (Rm ≈32kΩ). This temperature dependency is stronger than that of the

transistor because the temperature-memristance relation is exponential. In contrast, the

relation between temperature and transistor’s threshold voltage affecting the channel

resistance is quadratic. The model implementation in Verilog-A can be found in the

Appendix.

This chapter also presents a validation of our model for empirical data with silver-

chalcogenide memristors. Four memristors from two chips were selected for our

experiments. The temperature sweep between 253K and 383K reveals that memristance

changes exponentially with temperature and this relationship is similar to that of the

titanium dioxide memristor in the literature. The model parameters were extracted

with a minimum R-squared value of > 88%. In the fixed temperature experiment, the

memristances were stable up to 353K. The reason for the stability issue at 378K and

improvements in accuracy for high temperature applications will be investigated in the

future.

Our model accurately estimates the effect of temperature on the memristance of

memristors which are built from metal-oxide or chalcogenide material. This model

addresses challenge (ii), as it enables advances in memristive temperature sensing and
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temperature-tolerant memristive systems. It is used in the next chapter to demonstrate

the temperature effect in decoding values of memristance.
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Chapter 5

Thermally-aware memristance
decoder

This chapter presents a design for an energy-efficient and resolution-scalable mem-

ristance decoder. It features the temperature model in the previous chapter which is

able to mitigate the decoding error caused by fluctuations in temperature. This decoder

is essential in improving the energy efficiency and temperature tolerance of memristive

IoT devices.

Section 5.1 introduces the concept of the decoder and its interface with the existing

memristive circuits. The detailed operation and implementation is explained in Sec-

tion 5.2. In Section 5.3, the data range assignment is then demonstrated and discussed.

The metastability problem and its solution are tackled in Section 5.4, and in Section 5.5

the proposed decoder is simulated and its characteristics such as offset, latency and

energy obtained. This section also demonstrates the offset calibration using capacitor

arrays and considers the decoding issue regarding the effect of temperature. Section 5.6

compares the decoder’s performance to findings in the literature and, finally, this chapter

is summarised in Section 5.7.

5.1 Overview

Our decoder targets memristive systems whose outputs are in the form of currents,

with an example shown in Fig. 5.1. The figure illustrates a dot-product engine based

on a memristive crossbar, which is a common structure in many publications related to

machine learning [1, 2, 43, 158, 159]. From the figure, each memristor cell is programmed
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in the form of conductance (Gij), where i and j represent its row and column respectively.

To perform the dot-product operation, the input signals (Vi) in the form of voltage are

fed into the cells that are in the same row. Then, the resulting currents (Iij = Vi × Gij)

of the cells in the same column are combined as Ij, which represents the output of this

operation. Note that this structure is also used for multi-bit memory applications where

a cell can be read by sending a reading voltage to the target row and measuring the

current at the corresponding column [54, 160]. In real circumstances, the temperature

will affect the memristances as described in the previous chapter. Consequently, each

memristor’s conductance, which is an inverse of the memristance, will be changed as

well, resulting in the deviation of the output current of each memristor cell. Therefore, to

read these currents precisely, our decoders need to support temperature compensation.

Moreover, they need to adjust their power consumption depending on the available

power to maintain the reliability of the IoT devices.
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Figure 5.1: Dot-product engine based on memristive crossbar.

To decode the output current, many works convert this current to a voltage by

using a series resistor [51, 54] or a trans-impedance amplifier (TIA) [161] and then feed

this voltage to an analog-to-digital converter (ADC). However, this approach is not

suitable for IoT applications because it requires on-chip resistors, which are vulnerable

to parametric variations and occupy a large chip area. Therefore, our decoder employs

a current-mode comparator to receive the output current directly. This comparator

also inherits its intrinsic advantages over its voltage counterpart, such as low power,

NCL-EEE-MICRO-TR-2021-220, Newcastle University 87



Bunnam T: Memristor-based design solutions for mitigating parametric variations in IoT app.

wide bandwidth and less susceptibility to power supply fluctuations [135, 136]. The

comparator is designed to provide resolution scaling based on the available power

budget, and it supports both synchronous and asynchronous schemes. In addition,

this design is resistor-free to save on chip area, which is a critical issue in edge device

design [2], and to avoid any resistor-induced variations.

A simplified block diagram of the proposed decoder is shown in Fig. 5.2. The

controller operates the comparator through Control signals to iteratively compare the

memristor current to the reference ones adjusted according to Data signals. Note

that the reference sources are inside the comparator block. The decoded data is then

compensated for in terms of temperature variation in order to yield the correct values.

The temperature compensation process is accomplished using the temperature model

described in the previous chapter. Furthermore, the comparator offset which arises due

to process variations is also calibrated by the controller. Note that the comparator is

called the “resistance comparator” from this point onwards, as it is designed specifically

to compare resistances.

Controller
Memristor

current
Comparator

Temperature

Result

Compensated
data

Temperature
sensor

Data

Offset calibration

Control

Controller
Memristor

current
Comparator

Temperature

Result

Compensated
data

Temperature
sensor

Data

Offset calibration

Control

Figure 5.2: Block diagram of the proposed decoder. This chapter focuses on the design of the
comparator and controller (these components are circumscribed by the dashed line).

5.2 Decoder circuit design

The block diagram in Fig. 5.2 is expanded with more detail in Fig. 5.3. The decoder con-

sists of a controller and a resistance comparator. Similar to the successive approximation

register (SAR) ADC [162, 163], the controller is used to run the search algorithm (e.g.,

binary search), offset calibration and temperature compensation. It uses En and Cmp to

control the comparator operation which is described by the state diagram in Fig. 5.4 and

Table 5.1. It also feeds the decoded data back to the digitally controlled current source

(DCCS) to adjust the reference current (I f ) based on the implemented search algorithm.
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Figure 5.3: Detailed diagram of the proposed decoder.

Standby Pre-comparison Comparison

En=1, Cmp=0 En=1, Cmp=1

En=0, Cmp=X

Standby Pre-comparison Comparison

En=1, Cmp=0 En=1, Cmp=1

En=0, Cmp=X
Figure 5.4: State diagram of the memristance comparison process. En is used to switch from
standby to pre-comparison state while Cmp is used to switch state from pre-comparison to
comparison. The state returns to standby and is ready for the next iteration once En is 0.

Table 5.1: Operation modes
Signal ModeEn Cmp

0 X Standby
1 0 Pre-comp.
1 1 Comparison

Table 5.2: Resistance comparator results

Result Signal
Qm, Q f GT, LT

Standby/pre-comp. 0, 0 0, 0
Im > I f (Rm < R f ) 1, 0 1, 0
Im < I f (Rm > R f ) 0, 1 0, 1

The resistance comparator is similar to previous designs [132, 164]. Inside, there are

three current mirrors (A, B, and C) and a DCCS. The memristor is connected to the

current mirror A to produce the memristor current (Im). The current mirrors B and

C convey Im and I f to the regenerative latch (IQm, IQ f ). Then, the latch compares the

two currents and indicates the larger/smaller currents at Qm and Q f . The metastability

resolver (MSR) is attached to the outputs of both latches to filter out the metastable

state [134].

According to the state diagram, flowchart and circuit implementation in Figures 5.4-

5.7, the decoder is initialised by calibrating the offset. Then, it enters standby mode
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Temperature compensa�on

The MSR 
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1

1

Figure 5.5: Flowchart of the memristance decoding process. The decoder repeats the
memristance comparison until the latch outputs change (the uncompensated memristance is
found). Temperature compensation then takes place to yield the correct value.

where En is set at 0 by the controller. This discharges the result nodes Qm and Q f

via transistors N2-3 and disables the DCCS and all current mirrors to minimise power

consumption. Then, the decoded data is initialised to set up the reference current

(DCCS). Subsequently, the comparator enters pre-comparison mode by toggling En to

1 so as to enable all current mirrors and the DCCS. As a result, IQm and IQ f flow through

the latch towards the ground. In order to ensure the stability of both currents, this state

has to be sustained for a certain amount of time (2ns).

The comparison starts by switching Cmp to 1 to disable N2-3. As a result, IQm and

IQ f flow against each other at Qm and Q f . At this moment, the metastability, where the

voltages at Qm and Q f change to a non-Boolean level between Vdd and ground, occurs

and may cause an incorrect interpretation in the successive building blocks. The latch’s

outputs indicating the larger/smaller currents are valid once this metastable state is

resolved. To filter the metastability, the MSR in Fig. 5.8 is applied, and its outputs are

given as GT and LT, as summarised in Table 5.2. The controller configures the data,

which feeds back to control the DCCS. Then, it repeats the comparison process until the

outputs (GT and LT) are different from the previous ones. This indicates that the data has

been found. Finally, it adjusts the decoded data regarding the sensed temperature, which

is modelled in the previous chapter, to yield the correct value. Table 5.2 summarises the

relationship between the memristor and reference currents (Im, I f ), the latch’s outputs

(Qm, Q f ), and the MSR’s output (GT, LT).

To support resolution scalability, the reference current (I f ) is configurable, as it sums
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the currents from the base and the DCCS (Fig. 5.6). The DCCS is implemented as multiple

banks of current sources. Each bank contains a number of parallel current sources

(Fig. 5.7) with respect to the number of bits denoted by m. Also, each bank is enabled

by the heading transistor which is controlled by Enm signals. The current sources are

programmed by the decoded data (Data) from the controller. This design allows the

controller to select the resolution according to the available power.
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Figure 5.7: Implementation of the current sources in DCCS: (a) circuit schematic, where IDm[x] is
controlled by the numbers of N14 and N15 (Mb and Ms); (b) numbers of transistors for the base
and data bits; (c) symbol of the current source.

Figure 5.8: Schematic of the metastability resolver (MSR). MP0 and MP1 are ON and Vdd is
connected to both inverters even when both inputs (Qm, Q f ) enter the metastable state. Once
the metastability vanishes, the complementary outputs are sent to both inverters.

Regarding circuit implementation, the transistors P2/P5 and P3/P4 have to be

matched to avoid any current offsets. To minimise the offset caused by mismatch

between the current mirror A and the DCCS, both sub-circuits are isolated from the

latch by the current mirrors B and C. The width and length of all transistors in our

implementation (Fig. 5.6-Fig. 5.8) are 80nm and 60nm respectively.

5.3 Data range and decoding

The decoder is designed for a specific range of memristance. It provides different

levels of precision based on the energy available and the accuracy required. The

DCCS consists of different digitally controlled current mirrors, as mentioned in the

previous section. Resolution is calculated using the relationship: NumberO f Bits =

log2(MemristanceRange/StepSize). Then, the current generated by each data boundary

is observed and used to determine the transistor size of each current source (Fig. 5.7). An

example of 2-bit code for a memristance range of 134.257kΩ - 324.801kΩ with a step size
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of approximately 80kΩ is shown in Table 5.3. A safety gap must be allocated at each end

to avoid the uncertainty of Ron and Ro f f due to process variation. Furthermore, the gap

at the low memristance side should be widened to ensures that saturation (where low

memristance causes insufficient voltage for memristor programming) does not occur,

as discussed in Section 3.5.3. Note that the memristance in Table 5.3 defines the upper

bound of the range. For example, data 00 is defined between 237.506kΩ-324.801kΩ. In

addition, the upper bound of 11 is higher than the specification (80kΩ gap) because the

combination of Data[0] and Data[1] yields a higher current.

Table 5.3: Data range, latency and energy at 298K (25°C)
Data
[1..0]

Expected
Rm (kΩ)

Effective
Rm (kΩ)

State
variable

Latency (ns) Energy (fJ)
Worst case Best case Worst case Best case

00 324.801 326.171 0.95 2.91 2.36 30.73 26.53
01 237.506 234.929 0.69 2.90 2.30 39.00 32.93
10 167.761 164.908 0.49 2.77 2.27 44.93 38.46
11 134.257 131.691 0.39 2.60 2.19 48.79 46.23

5.4 Metastability

The proposed comparator enters the metastable state during decision making, as

revealed in Fig. 5.9 (Qm and Q f ). Its magnitude is greater and its duration longer

when the memristance is close to the data boundary, because IQm is nearly equal to

IQ f . Metastability can be caused by device mismatch, as illustrated in Fig. 5.10. The

regenerative latch is the major source of metastability as the minimum clock periods at

1σ, with and without the current mirror A and DCCS, are not significantly different. The

samples with long latency indicate the high impact of the metastable state. Metastability

will cause sampling error in synchronous circuits when the clock signal arrives at the

receiver, for example flip-flop, during the unstable state [165]. This issue is more

significant in the case of asynchronous circuits because the successive stage can step to

the incorrect sequence due to metastable input [166].

A metastability resolver (MSR) is attached to Qm and Q f to filter out such sig-

nals [134]. The circuit implementation is illustrated in Fig. 5.8. When the comparator

is in standby mode, logic 0s at Qm and Q f turn on MP0 and MP1 so that the inputs of

both inverters are 1s (GT and LT are 0s). These PMOSs are still ON during the metastable

state. Once the logic becomes fully differential, either MP0/MN1 or MP1/MN0 are ON
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Figure 5.9: Simulation results of the resistance comparator at 298K. Each simulation runs with the
effective Rm in Table 5.3 to show the maximum metastability (Qm and Qh) which is filtered by the
MSR (LT). GT is omitted from all graphs because it stays at 0V throughout the simulation.

accordingly and give the result as listed in Table 5.2.

From the simulation results in Fig. 5.9, memristance is set at the boundary to

implement the worst-case scenario, where metastability is maximised since IQ f and IQm

are nearly equal. It shows that the metastable state is longer at lower data because

smaller currents are generated (higher memristance). However, such metastability is

completely removed by the MSR (GT, LT). Hence, the insertion of the MSR prevents

failure in the rest of the system that is caused by this ambiguous state.

The memristor also encounters the metastability issue where the memristance decays

after applying programming pulses [126]. This causes data loss and needs a com-

pensation which may sophisticate the circuit design and is subject to future work. To

avoid this metastability, a sufficient programming current may be applied. Cheng et al.

reported that the memristances of their Ag/SiO2/Pt memristors are stable after using a

programming current of 200µA [167].

5.5 Simulation Results

Three simulations determined the offset, latency and energy, and thermal effect of our

design. All circuits are implemented using UMC 65nm low-leakage CMOS technology.
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(a)

(b)

Figure 5.10: Monte Carlo simulations (300 samples) revealing the latency distributions of the
resistance comparator: (a) without and (b) with the current mirror A and DCCS. If the variability
in the current mirror A and DCCS is not counted, the clock period must not less than 2.54ns to
cover the yield at 1σ. Otherwise, the required clock period is slightly changed to 2.48ns. This
confirms the major source of metastability is the regenerative latch.

The VTEAM parameters, which were obtained from a practical device [109], and our

extracted parameters are listed in Table 4.4. All simulations are conducted using Cadence

Spectre.

5.5.1 Offset

Although the DCCS has been tuned to deliver the same amount of currents as expected

memristances (boundaries) in Table 5.3, the difference in settling time between Im and

I f , due to the difference in parasitic capacitance between the current mirror A and the

DCCS, still causes offset. To measure the offset, the comparison process is performed

with the expected memristance in Table 5.3. Then, the memristance is swept until the

effective memristance which actually causes the change in the latch outputs is found. The

difference between the two values is considered to be the offset. Fig. 5.11 shows that, at
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298K, the offset is positive when the data is at 00 and negative otherwise. The maximum

absolute offset is 2.853kΩ (data 10) which is only 1.70% of the expected memristance

(167.761kΩ).

Figure 5.11: Offsets of the resistance comparator at different temperatures, determined by
subtracting the expected Rm from the effective one (Table 5.3).
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Figure 5.12: Detected memristance when the DCCS is set as 00. Most of the samples fall below
the desired range, which is 00. This can be solved by using the offset calibration techniques such
as programmable capacitor arrays.

The same procedure is repeated to determine the offset at different temperatures,

as illustrated in Fig. 5.11. The absolute offset is less than 10kΩ when the memristor

operates between 298K-313K. Otherwise the offset will increase, especially at 273K and

358K. This is because the high memristance at 273K causes insufficient voltage in the

connected current mirror. In addition, transistor characteristics at 273K and 358K are

highly deviated from the nominal value (298K).

The offset is also caused by process variation. Fig. 5.12 shows the equivalent

memristances that generate the same level of current as the DCCS (data 00). It reveals
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Figure 5.13: Simulation results for sample 264 with and without offset calibration. Memristance is
set as 280kΩ, which refers to the data 00. The DCCS is set at 00 which delivers a lower current than
the selected memristance. Therefore, the expected result is the logic high at Qm. However, the
middle graph shows that Qm is low instead. After enabling C f = 10fF, the signal is compensated
and the correct result is shown in the bottom graph.

that variation severely impacts the circuit because the range of memristance is changed

from 324.801kΩ-237.506kΩ (Table 5.3) to 0-100kΩ. To solve this problem, digitally

programmable capacitor arrays can be attached to the latch outputs [168, 169]. The

capacitors Cm and C f have been connected to Qm and Q f through N4 and N5 in Fig. 5.6

to demonstrate this technique. The simulation is based on a value of memristance of

280kΩ, and the Monte Carlo sample 264 (−324.328kΩ offset) without the compensation

capacitances is illustrated in the middle graph of Fig. 5.13. The output of the circuit is

LT because Im is less than I f due to the negative offset. To calibrate this offset, C f is

increased with the step size of 1fF using the parametric sweep function in Cadence ADE.

As depicted in the lower graph of Fig. 5.13, the result is correct (GT is raised instead)

once C f reaches 10fF.

5.5.2 Latency and Energy

The latency of the comparison process depends on the memristance. The result takes

the longest time (worst) when the effective values of IQm and IQ f are nearly equal

(maximum metastability). Therefore, the worst-case latency is measured at the effective

Rm in Table 5.3. On the other hand, latency is shorter once the two currents differ. The

best-case latency is defined when the memristance is midway between two adjacent data

boundaries. For example, the memristance of 280.550kΩ achieves the best-case latency

for data 00.
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Figure 5.14: Performance of the resistance comparator: (a) the highest latency (2.91ns) is at 00
which has the highest memristance and thus the lowest current; (b) the maximum frequency
increases in the same way as the latch input currents; (c) the worst-case energy is higher than the
best case for all data because metastability causes a longer comparison time; (e) the maximum
energy per comparison for the largest data is higher when the resolution increases, due to lower
memristance.

Latency is taken from the transition of En to the output of the MSR (GT/LT). Note

that the lower bound of data 11 is selected as 51.691kΩ to maintain the step size of 80kΩ,

as explained in Section 5.3. From Fig. 5.14a, the latency of each case slightly decreases

with memristance as higher current is generated. The best-case latency (<2.36ns) is

approximately 550ps faster than the worst case (<2.91ns). The worst-case latency limits

the maximum frequency. It depends on the input currents as depicted in Fig. 5.14b.

The input current and frequency at each data boundary increases when the memristance

(data) declines. Regarding the worst-case latency, the maximum frequency is calculated
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as 343MHz.

The energy of the entire circuit is measured from the rising edge of the En signal to the

rising edge of the MSR’s output (GT/LT). The results in Table 5.3 show that the circuit’s

energy in the worst case varies between 30.73fJ to 48.79fJ. From the plot in Fig. 5.14c, the

energy rises in opposition to the memristance. This is because the lower memristance

draws more current. The energy of the worst-case scenario is higher than in the best case

due to the longer latency caused by metastability.

The maximum energy per comparison at each resolution is depicted in Fig. 5.14d.

The energy increases due to the higher number of active reference sources and the use

of low memristance to support higher resolution. In addition, higher resolution requires

a greater number of comparisons, which results in higher power consumption. Thus,

reading accuracy can be determined according to the energy available. For example, if

the decoder is powered from a stable power supply such as a battery, high precision

(8-bit) can be selected; whereas if the decoder is working using energy harvesting, low-

energy precision (2-bit) can be selected instead. Note that the comparator’s offset must

be minimised for high-precision applications. This requires an in-depth offset analysis

which remains open for future research.

5.5.3 Temperature effect and compensation

Temperature affects the data ranges in Table 5.3, as illustrated in Fig. 5.15. The ranges

are wider at low temperature and become narrow when the temperature rises. The

highly compressed data ranges at high temperature, especially over 338K, may need

an extremely high precision decoder; otherwise, the IoT devices may not work correctly.

For higher memristance values, the effect of temperature on the linearity of the measured

memristance is greater. Hence, smaller data values (higher memristance) are more

severely affected by temperature variation. This agrees with the modified model in

equation (4.8), since the portion of Ro f f , which is highly temperature-dependent and

non-linear is large with small data (large memristance).

The temperature also causes decoding error because the memristance and the

comparator’s references change at different rates. The example in Fig. 5.16 shows that,

initially, the memristance is specified as 300kΩ at 298K. Therefore, this memristance

stands in the range of 00 (Table 5.3). However, it drops to 152.596kΩ which is decoded
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Figure 5.15: Effect of temperature on each data boundary (2-bit). The data ranges are narrower
when the temperature rises. They are likely to reach the same point once the temperature is at
358K. This is correlated to the proposed model simulation in Fig. 4.3.
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Figure 5.16: Simulation results of decoding data 00 (300kΩ) at 313K. The temperature changes Rm
to 152.596kΩ, which is decoded as 10 instead.

as 10 once the temperature rises to 313K. Compensation for the temperature effect is

essential in devices working in different temperature conditions.

Compensation can be achieved by calculating the state variables of the upper and

lower bounds of the decoded data using equation (2.1). Then, the range between both

state variables is mapped to the base range in Table 5.3 to determine the actual data. For

example, the decoded data in the previous paragraph is bounded between 131.691kΩ

and 164.908kΩ (see Table 5.3). Using Ro f f value at 313K (174.195kΩ), those values can

be converted to the state variable of 0.96 and 0.77 respectively. This range falls between

the boundaries of data 00. Therefore, the compensated data of 00 will be given at the

output of the controller.

Even if the data is compensated correctly in the previous example, there is still an

issue where multiple data ranges are condensed such that they stand in the same range

at higher temperatures. For instance, suppose that the decoder is designed based on the
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range at 298K. When the temperature rises to 313K, the ranges of data 01, 10 and 11 are

condensed within the range of 11 at 298K in Fig. 5.15. As a result, the controller cannot

determine the difference between them and cannot compensate the data accordingly. A

more accurate temperature compensation technique will be investigated in future work.

5.6 Discussion

Because no resistance decoder has yet been reported, the performance of the resistance

comparator, which is the largest building block, is instead considered and compared with

designs in the literature. The features of the relevant designs are listed in Table 5.4. For

the proposed comparator, its performance results shown in the table are selected from

the worst results in Table 5.3. Furthermore, the power consumption is calculated by

dividing the energy by the latency (time) of comparing data 11, which yields the highest

value. The maximum energy-delay product (EDP) of our comparator is also found when

comparing data 11.

Table 5.4: Comparison of the specifications of the proposed resistance comparator
Work Volt. Static Res. Tech. Volt. Latency Energy EDP Power

/Cur. /Dyn. inc. (nm) (V) (ns) ( f J) (J · s× 10−24) (uW)
[170] V S N 65 1.0 0.20 N/A N/A 95.00
[171] V D N 180 1.2 14.97 147.00 2,201 N/A
[172] V D N 180 1.2 1.84 N/A N/A 18.60
[173] V D Y 65 1.2 0.22 760.00 167 755.00
[174] C S N 350 1.0 15.00 N/A N/A 30.00
[175] C S N 180 1.0 133.00 18.00 2,394 0.14
[176] C D Y 180 0.5 2.20 N/A N/A 79.00
[136] C D N 180 1.8 0.95 N/A N/A 697.00
This C D N 65 1.2 2.91 48.79 127 21.11

Although Kim et al.’s comparator [170] is faster than ours, it spends more power due

to its static design. Therefore, it is not suitable for low-power applications. This is a

common issue with any static comparators, such as those proposed by Molinar Solis et

al. [174] and Suriyavejwongs et al. [175].

The performance of Xin et al.’s design [172] is prominent among dynamic voltage

comparators. It is also faster than our work while consuming less power. However,

the bulk input design causes a leakage current to the predecessor stage. In addition,

the design by Zhong et al. [171] has approximately ten times longer delay, while
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Nasrollahpour and S. Hamedi-Hagh’s [173] requires a large area due to the use of

resistors.

Static current comparators which indicate the direction of the input current have been

proposed [174, 175], where one study [174] employs a flipped voltage follower to lower

the input impedance while another [175] supports near-threshold operation with zero

input offset. Nevertheless, their latencies are very long, especially in Molinar Solis et al.’s

work [174]. Even though their power consumption figures are extremely low, they still

exhibit power losses during idle mode due to static operation. Furthermore, the power

demands of their extra circuitry, such as current subtractors, are not included.

Another approach is to translate current into voltage using a differential transim-

pedance preamplifier (DTIA), which provides better noise reduction according to the

differential input design [136, 176]. Jankatkit and V. Kasemsuwan’s design [176] is

slightly faster than ours, but it has approximately four-fold power requirements. That

design does not require extra circuitry, such as current subtractors, and can also operate

at near-threshold voltage. However, it contains many large resistors which contributes

area overheads and it is prone to temperature and process variations. The design by

Sarkar and Banerje [136] also implements DTIA. It is three times faster but needs 35 times

higher power due to its static sub-circuits such as the subtractor and amplifiers. Note that

the DTIAs in both studies always consume power because of their static operation.

The proposed decoder is suitable for memristive IoT applications as its EDP outper-

forms those in the literature which require extra circuitry to interface the memristor,

control power and support power-accuracy scalability. Furthermore, it can receive

current-based input, support temperature compensation and provide a flexible choice

of speed and power trade-off, as the sizes of the transistors in the current mirrors (N15 in

Fig. 5.7) can be either increased for speed improvement (higher currents) or decreased for

power savings (lower currents). It offers scalability in which resolution can be configured

to match the power budget. It also supports both synchronous and asynchronous circuits

because the operation of the comparator can be controlled by a clock or event-driven

signal. This design uses no resistors, which helps to reduce the chip area and also makes

it immune to resistivity variations. In cases of systems with multiple memristors (e.g.

the crossbar in Fig. 5.1), using a multiplexer can minimise chip area as the devices can be

read by a single decoder [90].
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5.7 Summary

We propose a memristance decoder, which is based on a current-mode dynamic

comparator to support power-efficient and adaptive operation, for memristance reading.

Based on UMC 65nm low-leakage CMOS technology, the simulation results of a 2-bit

memristance decoder demonstrate its operation with a maximum offset of 1.70%, worst-

case latency of 2.91ns, maximum frequency of 343MHz and energy per comparison of

48.79fJ. We show that the metastability issue can be filtered using a metastability resolver.

We also show the offset caused by the process variation and its calibration using a

configurable capacitor array.

We address challenge (ii) by proposing a memristance decoder that is energy-efficient

and supports power-restricted IoT applications, since its resolution can be scaled based

on the energy budget. It features our temperature model explained in the previous

chapter to improve temperature awareness, so that changes in memristance due to

temperature fluctuations can be compensated for. Its current mode design is compatible

with a wide range of memristive circuits, from biosensors to machine learning, and also

supports both synchronous and asynchronous schemes. Coupling the thermal model

with the decoder design for the sensing application and investigating the temperature

compensation technique are subjects for future work.
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Chapter 6

Conclusion

6.1 Contributions

In this research, memristor-based design solutions have been proposed for the mitigation

of parametric variation and improvements in energy savings in IoT devices given two

main challenges: (i) enhancing the energy efficiency of the delay element (DE) using

memristors; and (ii) improving the temperature awareness and energy robustness of the

memristance decoder.

For the first challenge, a memristor was employed in designing a delay element

(MemDE) so as to harness its advantages of tunability and non-volatility. Since the

internal state of the memristor is in the form of resistance (memristance), placing

the memristor between two inverters can contribute an RC delay. The unintended

tuning (UT) which is caused by the high voltage drop across the memristor during

signal transition has been identified. Adding a flushing transistor is one solution

to this problem, but it causes a great difference between rising and falling delays.

The simulation results based on AMS 0.35µm HV technology and the VTEAM model

with ferroelectric memristor parameters reveal the circuit characteristics, including an

effective delay range of 5.48ns to 13.54ns within 6 tuning steps, an average delay of 1.34ns

per step, and a minimum tuning pulse width of 3ns.

The memristor-based delay element design (MemDE-UTA) which can avoid UT while

maintaining approximately equal rising and falling delays was further investigated. By
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re-routing the signal path between rising and falling transitions, this second design can

achieve our goal successfully. The simulation results based on UMC 180nm technology

and the VTEAM model with the fitting parameters for titanium dioxide memristors

reveal the circuit characteristics, including an effective delay range of 0.55ns to 1.44ns

within 25 and 47 steps for tuning up and down respectively. They also show average

delays for tune up and down operations of 36ps and 19ps per step respectively, and a

minimum tuning pulse width of 200ps. For the same technology, our delay range is

similar to that of the MuxDE, while our design is more power-efficient as it consumes

thirteen times less power.

We also analysed an excitation time model based on the VTEAM model and voltage

divider equation to estimate the pulse width for memristance tuning. The general-

purpose memristance tuning (GMET) circuit described in the literature, which simplifies

memristive circuits, was proposed for this analysis. The simulation results based on

AMS 0.35um technology and the VTEAM model with BCM memristor parameters show

that our model can estimate the memristance shift regarding the tuning pulse with a

maximum error of 7% when memristance dominates the transistor channel resistance

(>2.5kΩ).

Totally, our MemDE-UTA can be used to adjust the delay to solve the timing violation

caused by parametric variations, while also consuming significantly low power. As

the delay state is retained in the memristor, no power is needed to operate the

external memory devices and to initialise the delay every time the system starts. For

these reasons, our MemDE-UTA is suitable for enhancing both tolerance to parametric

variation and the energy efficiency of IoT devices. Our excitation time model can be used

to estimate the tuning pulse width of our delay element as well as the other memristive

circuits to reduce power dissipation and design complexity regarding memristor state

verification. The above work fulfils challenge (i).

For the second challenge, the temperature effect on the memristance was modelled

to enable temperature awareness in memristive circuits. The effect on OFF resistance

is realised using existing data in the literature for the titanium dioxide memristor. In

comparison to that data, our model yields a maximum error of 1.25% and an R-squared

value of accuracy of 96%. We extended the model’s coverage to the silver-chalcogenide

memristor, which is the only off-the-shelf device available. Temperature sweep exper-
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iments on the physical chips were conducted to extract the model’s parameters. The

model and the extracted parameters fit the memristor characteristics with a minimum

R-squared value of 88%.

We further designed a memristance decoder to demonstrate the integration of

the temperature model, the impact of temperature on the decoding process, and

temperature compensation. The simulation results for a 2-bit decoder based on UMC

65nm technology and our modified VTEAM model with the fitting parameters for

titanium dioxide memristors show that the energy per comparison ranges between

30.73fJ and 48.79fJ. They also show a maximum offset of 1.70% at 298K, a worst-case

latency of 2.91ns, and a maximum frequency of 343MHz. Furthermore, the effect of

temperature and its compensation when decoding data 00 at 313K are demonstrated.

In summary, we addressed the second challenge by proposing a mathematical model

that accurately estimates the effect of temperature on memristance, which is essential

for studies of temperature compensation and sensing. This model was validated using

measured data from two memristive devices built from different materials. Therefore,

it is expected to cover other memristor types. We further integrated this model with

our memristance decoder, which was designed for memristive applications, so as to

improve its temperature awareness. Data correction regarding the temperature effect

is demonstrated. Our decoder is designed to support energy robustness, where its

resolution can be configured based on the present energy budget. In addition, it supports

both synchronous and asynchronous schemes and involves no resistors, which are a

major source of parametric variations.

6.2 Future work

This thesis outlines possibilities for future research in the energy-efficient mitigation of

parametric variation for IoT applications.

The method proposed in Section 3.3 facilitates the design of next-generation IoT

devices where power consumption and the effects of PVT variations are minimised.

To apply the MemDE-UTA to circuits, the designs of the relevant components such as

the controller and error detection register (EDR) shown in Figs. 3.1 and 3.2 need to be

developed. The EDR will send the error signal to the controller when it detects changes
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in signals within a specific timing window. Implementations of EDRs for synchronous

circuits can be found elsewhere [15, 16, 80, 137]. Moreover, an implementation for an

asynchronous bundled-data (BD) circuit can be found in a further publication [17]. The

controller must be able to generate a tune-up pulse once a timing violation is detected.

It may include a counter to be able to tune down the delay when the system is free from

timing violations for a specified length of time.

The MemDE-UTA proposed in Section 3.3 is compatible with current fabrication tech-

nologies smaller than 180nm, which offer only one core voltage. In real implementations,

however, designers must select memristor and transistor widths carefully, because the

memristor voltage may exceed its thresholds and consequently cause unintended tuning

(UT) if the memristance is too high or the transistors are too wide (with low channel

resistances). To satisfy the above conditions, a mathematical model that describes the

relationship between memristor voltage, memristance and transistor size is a subject for

future work.

To build a digital system with the MemDE-UTAs, controllers and EDRs, a synthesis

tool and design flow must be developed in the future. The design flow will provide

guidelines in synthesising a digital system from RTL languages such as VHDL and

Verilog. The synthesis tool must be able insert those components into the longest path

which governs the timing of the system. Examples of the memristive-circuit design

flows are available the above-mentioned papers [29, 80]. The work from Hand et al. [17]

describes the design flow for asynchronous BD circuits. The successful development of

the tool will allows designers to simulate and observe the mitigation of variation and

energy efficiency of the proposed MemDE-UTA using well-known benchmark circuits

such as ISCAS’85 [177], ISCAS’89 [178] and IWLS’05 [179].

Section 3.5.3 reveals the overshoot due to gate-drain leakage, which becomes signific-

ant when the circuit is implemented with small technology (180nm). This spiking signal

can cause over-tuning which cannot be estimated by our excitation time model. There is

an opportunity to improve the accuracy of our model by including the overshoot effect,

which has been analysed elsewhere [146] and [147].

The proposed temperature model fits the experimental data between 253K and

378K. At 378K, the silver ions that remain in the undoped region start to influence the

memristor’s characteristic. Therefore, this effect must be included in our model if target
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applications operate above 378K. In addition, the effect of these remaining ions can be re-

used to describe the effect of temperature on ON-memristance, because it is also caused

by the silver ions.

The results of the fixed temperature experiment described in Section 4.3.2 show that

memristance is unstable at 378K. Further investigation and device development should

be conducted to overcome stability problems at high temperature.

A memristance decoder that supports resolution scalability based on the available

energy has been proposed in Chapter 5. In the future, this design will be extended to

create a memristive memory device by adding memristance programming circuitry. Our

decoder provides a choice to create a memory device based on either synchronous or

asynchronous schemes. As noise effects become a concern when feature size is reduced,

developing noise reduction techniques, such as the use of differential current-mode

comparators, would be beneficial.

Because the memristor is a temperature-sensitive device, coupling it with our

memristance decoder offers an opportunity to build a temperature sensor. Section 5.5.3

shows that the controller may not be able to identify data at high temperature because

it refers to multiple memristance ranges. For this reason, a more accurate temperature

compensation technique remains an open challenge.
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Fixed-temperature experimental res-
ults
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Figure B.1: C2M4’s conductance and read temperature vs sample at: (a) 323K; (b) 338K; (c) 353K;
(d) 378K.
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Figure B.2: C2M8’s conductance and read temperature vs sample at: (a) 323K; (b) 338K; (c) 353K;
(d) 378K.
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Figure B.3: C3M1’s conductance and read temperature vs sample at: (a) 323K; (b) 338K; (c) 353K;
(d) 378K.
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Figure B.4: C3M5’s conductance and read temperature vs sample at: (a) 323K; (b) 338K; (c) 353K;
(d) 378K.
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Appendix C

Verilog-A code of the VTEAM model
with integrated temperature effect

1 nature distance
2 access = Metr;
3 units = "m";
4 abstol = 0.01n;
5 endnature
6 discipline Distance
7 potential distance;
8 enddiscipline
9 nature resistance

10 access = Res;
11 units = "";
12 abstol = 0.01n;
13 endnature
14 discipline Resistance
15 potential resistance;
16 enddiscipline
17 module Memristor_tvteam(p, n,w_position , rm);
18 inout p, n;
19 output rm, w_position; // Rm & w-width pins
20 electrical p, n, gnd;
21 Distance w_position;
22 Resistance rm;
23 ground gnd;
24 real w_last , stp_multply , first_iteration;
25 real x, dxdt , x_last , lambda;
26 real p_coeff = 2;
27 parameter real rho0 = 0.0122;
28 parameter real Ea = 0.36;
29 parameter real A = pow (12e-6, 2);
30 parameter real Tk = 298;
31 parameter real fix_state = 0; // 0=Rm shifts as usual , 1=fix Rm
32 parameter real state_rm = 0; // specify state by: 0=state , 1=Rm
33 parameter real Tk_enable = 0; // temp. response: 0=disable , 1= enable
34 parameter real dt = 1e-12;
35 parameter real window = 0; // window fn: 0=disable , 1= enable (Biolek)
36 parameter real init_state = 0;
37 parameter real init_state_rm = 1e3;
38 parameter real x_off = 3e-9; // equals D
39 real kB_eV = 8.62e-5
40 real D = x_off;
41 real Roff = 300e3;
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42 real Ron = 1000;
43 real K_on = -216.2;
44 real K_off = 91e-3;
45 real Alpha_on = 4;
46 real Alpha_off = 4;
47 real v_on = -1.5;
48 real v_off = 300e-3;
49 real IV_relation = 0;
50 real x_on = 0;
51 real Rho , Roff_t , Rho_25 , Roff_25;
52 analog function integer stp; //Stp function
53 real arg; input arg;
54 stp = (arg >= 0 ? 1 : 0 );
55 endfunction
56 analog begin
57 if(fix_state ==1) first_iteration =0;
58 if(Tk_enable ==1) begin // Temperature effect
59 Rho = rho0*‘M_E **(Ea/(kB_eV*Tk));
60 Roff_t = Rho*x_off/A; // Roff regarding temp.
61 end else Roff_t = Roff;
62 Rho_25 = rho0*‘M_E **(Ea/( kB_eV *298));
63 Roff_25 = Rho_25*x_off/A; // Roff at 25C
64 if(first_iteration ==0) begin
65 if(state_rm ==0) begin
66 w_last = init_state*D;
67 x_last = init_state*D;
68 end else begin
69 if(Tk_enable ==1) begin
70 // Fix state , defined by Rm; Specified temp.
71 w_last = ((init_rm -Ron )/(Roff_t -Ron))*D;
72 x_last = ((init_rm -Ron )/(Roff_t -Ron))*D;
73 end else begin
74 // Fix state , defined by Rm; Fix temp.@25C
75 w_last = ((init_rm -Ron )/( Roff_25 -Ron ))*D;
76 x_last = ((init_rm -Ron )/( Roff_25 -Ron ))*D;
77 end end end
78 if (V(p,n) >= v_off)
79 dxdt = K_off*pow((V(p,n)/v_off -1), Alpha_off );
80 if (V(p,n) <= v_on)
81 dxdt = K_on*pow((V(p,n)/v_on -1), Alpha_on );
82 if ((v_on <V(p,n)) && (V(p,n)<v_off)) dxdt =0;
83 if (window ==0) // No window
84 x = x_last+dt*dxdt;
85 if (window ==1) begin // Biolek window
86 if (stp(-V(p,n))==1) stp_multply = 1;
87 if (stp(-V(p,n))==0) stp_multply = 0;
88 x=x_last+dt*dxdt*
89 (1-pow(pow(( x_last/D-stp_multply ),2),
90 p_coeff ));
91 end
92 if (x>=D) begin
93 dxdt = 0;
94 x = D;
95 end
96 if (x<=0) begin
97 dxdt = 0;
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98 x = 0;
99 end

100 lambda = ln(Roff/Ron);
101 x_last = x; // update the output ports(pins)
102 Metr(w_position) <+ x/D;
103 if (IV_relation ==1) begin
104 V(p,n) <+ Ron*I(p,n)*
105 exp(lambda *(x-x_on )/(x_off -x_on ));
106 end else if (IV_relation ==0) begin
107 V(p,n) <+ (Roff_t*x/D+Ron*(1-x/D))*I(p,n);
108 Res(rm) <+ Roff_t*x/D+Ron*(1-x/D);
109 end
110 first_iteration = 1;
111 end endmodule
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